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Overview 
8:30 – 8:40: Presentation of the Course (N. Magnenat-Thalmann) 

8:40 – 9:00: Introduction and State of the Art in Clothing (Univ. of Geneva, p. 7) 

This presentation gives an overview of the whole tutorial. It introduces the different 
techniques that will be presented in the next sessions. An overview of previous work is 
given as well. 

• Overview of the tutorial  
• Problematic of simulating clothes in real-time  
• Motivating applications  
• Overview of the real-time cloth simulation techniques:  

o Physics-based simulation 
o Collision detection  
o Example-based approaches 

9:00 – 10:00: Physical Models & Numerical Solvers (Univ. of Tübingen, p. 17) 

Physical models and numerical solvers are the basis of current cloth simulation engines. 
We will discuss physical models for cloth ranging from simple mass-spring systems to 
continuum-based particle systems and fast finite element solutions. Then, we will 
describe several explicit and implicit time integration schemes and compare them with 
respect to stability and performance. 

• Physical models 
o Discrete models  
o Continuous models 

• Numerical simulation 
o Methods for numerical integration  
o Solving nonlinear systems  
o Comparison of methods 

10:00 – 10:30: Break 

10:30 – 12:00: Collision Detection (Univ. of Tübingen & Univ. of Geneva, p. 35) 

In the simulation of cloth, collision detection is crucial for the quality of the results and 
for the performance as the collision detection process can be highly complex. We will 
first discuss the specificity of collision detection for clothes and will thereafter review 
some recently used techniques for the real-time collision detection of clothes. In the last 
section we will detail a fast collision detection approach based on bounding volume 
hierarchies as it is specially suited both for animated as for static scenes and is also able 
to detect self-collisions. 

• Techniques for collision detection on deformable models 
o Distance fields  
o Image-space techniques 

• Bounding volumes hierarchies 
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o Hierarchies and spatial subdivision  
o Hierarchy traversal and self-collision heuristics 

• Detection strategies for deformable objects 
• General collision detection on polygonal meshes 
• Self-collision detection 
• Data-driven collision detection 

12:00 – 14:00: Lunch 

14:00 – 15:00: Real-time Rendering of Textiles (Univ. of Bonn, p. 51) 

Reproducing the complex reflectance properties of complex materials like fabrics at real-
time frame rates is an important part of cloth visualization systems. In this part, we will 
present methods for acquisition, compression and real-time rendering of material 
reflectance represented as bidirectional texture functions (BTFs). The presented rendering 
approaches include large-scale shadows and image-based lighting leading to a highly 
realistic appearance of visualized clothes. 

• BTF Acquisition and Compression 
o Automatic HDR BTF acquisition  
o Compression techniques 

• High-quality and real-time BTF rendering 
o Hardware-accelerated  
o Image-based lighting  
o BTF ray-tracer 

15:00 – 15:30: Context-Specific Cloth Simulation (Univ. of Geneva, p. 69) 

Most of the existing approaches use a general-purpose simulation method using collision 
detection and physical simulation for the whole garment. Unfortunately, simulations that 
simply calculate all potentially colliding vertices may generate a highly realistic 
movement, but do not provide a guaranteed frame time. This talk will demonstrate how 
the computation cost can be greatly reduced by making use of predetermined conditions 
between the cloth and the body model, avoiding complex collision detection and physical 
deformations wherever possible. 

• Simulation of the cloth dynamics with geometric and physics-based models 
• Geometric deformation of cloth wrinkles 
• Data-driven clothes simulation 

15:30 – 16:00: Break 

16:00 – 17:30: Case-studies in National and European Research Projects (Univ. of 
Bonn & Univ. of Geneva, p. 83) 

This session will show several applications of cloth simulation in the frame of European 
and National Research projects: 

• Life Plus  
• Cahrisma  
• E-Tailor  
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• RealReflect  
• Virtual Try-On 

Intended audience: 
This tutorial assumes basic background in Computer Graphics. Specific knowledge on 
physics-based simulation is not necessary. 

Presenters’ background: 
Nadia Magnenat-Thalmann (thalmann@miralab.unige.ch) has contributed to pioneer 
research into Virtual Humans for over 25 years, and has participated to spectacular state-
of-the-art demonstrations and rigorous and intensive academic research programs that 
make them possible. After her PhD in Quantum Physics and Computer Graphics from the 
University of Geneva, she has been a Professor at the University of Montreal in Canada 
from l977 to 1988. In l989, she founded MIRALab, an interdisciplinary Research Lab at 
the University of Geneva in Switzerland. She has been part of the European project E-
Tailor and now Leapfrog. 

Frederic Cordier (cordier@miralab.unige.ch) received his PhD in Computer Science 
from MIRALab, University of Geneva in January 2004. His current research interests 
include real-time animation of virtual humans, particularly on real-time clothes, skin 
deformation and interaction among clothes and skin. In this area, he has published several 
journal papers in Computer Graphics Forum, IEEE Computer Graphics & Applications, 
Journal on Visualization and Computer Animation, etc. 

Pascal Volino (pascal@miralab.unige.ch) is a computer scientist, working at MIRAlab, 
University of Geneva. He is actually working on new models for cloth animation, 
involving versatile models for efficient simulations on situations involving high 
deformation, wrinkling and multilayer garments. The research is particularly focused on 
data structure, efficient collision detection, robust simulation and interactive cloth 
manipulation. 

Michael Keckeisen (keckeise@gris.uni-tuebingen.de) studied Mathematics and 
Computer Science at the University of Tübingen and received a Diploma in Mathematics 
(2000). Since 2001 he is a member of the graphics research group at the University of 
Tübingen. His main research interests are the physically based modelling and simulation 
of clothes, and interaction techniques in virtual environments. 

Stefan Kimmerle (kimmerle@gris.uni-tuebingen.de) studied physics and chemistry in 
Tübingen and San Diego. In 2000 he received his Diploma in physics from the University 
of Tübingen. Since 2001 he is a Ph.D. student at the graphics research group at GRIS. In 
2003 he was an invited researcher at GRAVIR, INRIA Rhône-Alpes in Grenoble. His 
main research interests are physically-based modelling and collision detection for 
deformable objects. 

Reinhard Klein (rk@cs.uni-bonn.de) received his Ph.D. in computer science from the 
University of Tübingen, Germany, in 1995. After receiving an appointment as lecturer 
("Habilitation") in computer science in 1999, he became an Associate Professor at the 
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University of Darmstadt, Germany. Since October 2000, Reinhard Klein is full professor 
at the University of Bonn and head of the department of Computer Science II. 

Jan Meseth (meseth@cs.uni-bonn.de) is a research assistant and Ph.D. student in the 
Computer Graphics Group at the University of Bonn, Germany. His main research 
interests are photo-realistic, image-based rendering and level-of detail representations. 
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_________________________________________________________________________   
 

Abstract  
Virtual garment design and simulation involves a combination of a large range of techniques, involving 
mechanical simulation, collision detection, and user interface techniques for creating garments. Here, we 
perform an extensive review of the evolution of these techniques made in the last decade to bring virtual 
garments to the reach of computer applications not only aimed at graphics, but also at CAD techniques for 
the garment industry. 

_________________________________________________________________________ 
 

1 Introduction 

The challenges of virtual garment simulation are 
numerous, and have attracted research efforts for more 
than a decade. First dedicated to the realistic simulation 
of the mechanical behavior of cloth, it soon evolved 
towards simulation of virtual garments on synthetic 
characters. While computer graphics gets the most 
obvious benefits from garment simulation on animated 
virtual characters, virtual prototyping of garment 
models is another major application field for the 
garment industry. 

Virtual garment simulation is the result of a large 
combination of techniques that have also dramatically 
evolved during the last decade. Unlike the mechanical 
models used for existing mechanical engineering for 
simulating deformable structures, a lot of new 
challenges arise from the highly versatile nature of 
cloth. The central pillar of garment simulation 
obviously remains the development of efficient 
mechanical simulation models, which can accurately 
reproduce with the specific mechanical properties of 
cloth. However, cloth is by nature highly deformable 
and specific simulation problems arise from this fact. 
First, the mechanical representation should be accurate 
enough to deal with the nonlinearities and large 

deformations occurring at any place in the cloth, such as 
folds and wrinkles. Moreover, the garment cloth 
interacts strongly with the body that wears it, as well as 
with the other garments of the apparel. This requires 
advanced methods for efficiently detecting the 
geometrical contacts constraining the behavior of the 
cloth, and to integrate them in the mechanical model 
(collision detection and response). All these methods 
require advanced and complex computational methods 
where most important key issues remain computation 
speed and efficiency. For real-time applications 
however, only specific approximation and 
simplification methods allow the computation of 
garment animation, giving up some of the mechanical 
accuracy of the result in a result rather focused on 
visual realism. 

Garment simulation, which started in the late 
eighties with very simple models such as Weil's 
approach [WEI 86], has taken much benefit from the 
increasing performance of computer hardware and tools 
as well as the development of specific simulation 
technologies which have nowadays lead to impressive 
applications not only in the field of simulation of virtual 
worlds, but also as design tools for the garment and 
fashion industry. 

This chapter reviews the developments of these 
techniques, from early beginnings (§ 2) to the state-of-
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the-art methods in cloth simulation and collision 
processing (§ 3,4,5), leading to the existing current 
developments in garments. 

2 The Beginnings of Garment 
Simulation 

In the field of computer graphics, the first applications 
for mechanical cloth simulation appeared in 1987 with 
the work of Terzopoulos et al [TER 87] [TER 88] in the 
form of a simulation system relying on the Lagrange 
equations of motion and elastic surface energy. 
Solutions were obtained through finite difference 
schemes on regular grids. This allowed simple scenes 
involving cloth to be simulated, such as the accurate 
simulation of a flag or the draping of a rectangular 
cloth. However, the first applications that really 
simulated garments started in 1990 (Figure 1) with the 
considerations of many other technologies 
complementing cloth simulation [LAF 91] [CAR 92], 
such as body modelling and animation, and collision 
detection and response [YAN 93]. These applications 
innovated by providing the first virtual system allowing 
virtual garment patterns to be sewed together around a 
character. 

 

Figure 1: "FlashBack": Early virtual garments used 
context-dependent simulation of simplified cloth models. 

Since then, most developments were aimed at 
optimizing the accuracy and efficiency of the methods 
for simulating cloth accurately and efficiently, along the 
developments of actual applications and commercial 
products. 

3 Mechanical Models 

The accurate reproduction of the mechanical behaviour 
of cloth has always been a key issue for garment 
simulation. The mechanical behaviour of cloth is 
usually measured using standardized protocols, such as 
the Kawabata Evaluation System (KES), or the simpler 
FAST method, which are based on the experimental 
measurement of strain-stress curves for elongation, 
shearing and bending on normalized samples of fabric. 
Different representations of the cloth surface mechanics 
then allow the virtual reproduction of the behaviour of 
cloth. 

Well known in mechanical engineering, the Finite 
Element method considers the cloth surface as being 
discretized in interpolation patches for a given order 
(bilinear, trilinear, quadrilinear), and an associated set 
of parameters (degrees of freedom) that give the actual 
shape to the interpolation surface over the element. 
From the mechanical properties of the material, the 
mechanical energy is computed from the deformation of 
the surface for given values of the interpolation 
parameters. An equation system based on the energy 
variation is then constructed with these degrees of 
freedom. Surface continuity between adjacent elements 
imposes additional constraint relationships. A large 
sparse linear system is built by assembling successively 
the contributions of all the elements of the surface, and 
then solved using optimized iterative techniques, such 
as the conjugate gradient method. 

Finite elements have only had a marginal role in 
cloth simulation. The main attempts are described in 
[COL 91], [GAN 95], [EIS 96]. Most implementations 
focus on the accurate reproduction of mechanical 
properties of fabrics, but restrict the application field to 
the simulation of simple garment samples under 
elementary mechanical contexts, mostly because of the 
huge computational requirements of these models. 
Furthermore, accurate modelling of highly variable 
constraints (large nonlinear deformations, highly 
variable collisions) is difficult to integrate into the 
formalism of finite elements, and this sharply reduces 
the ability of the model to cope with the very 
complicated geometrical contexts which can arise in 
real-world garment simulation on virtual characters. 

An easier and more pragmatic way to perform cloth 
simulation is the use of particle systems. Particle 
systems consider the cloth to be represented only by the 
set of vertices that constitute the polygonal mesh of the 
surface. These particles are moved through the action of 
forces that represent the mechanical behaviour of the 
cloth, which are computed from the geometric 
relationships between the particles that measure the 
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deformation of the virtual cloth. Among the different 
variations of particle systems, the spring-mass scheme 
is the simplest and most widely used (Figure 2). It 
considers the distance between neighbouring particle 
pairs as the only deformation measurement and 
interaction source representing the internal elasticity of 
the cloth. 

 

 

Figure 2: Particle systems model cloth surfaces as 
point masses interacting with their neighbours using 

forces computed from their relative positions. 

Particle systems are among the simplest and most 
efficient ways to define rough models that compute 
highly deformable mechanical systems such as cloth 
with computation times small enough to integrate them 
into systems for simulating complete garments on 
virtual bodies. Among the main contributions on 
particle system models, early works considered simple 
viscoelastic models on regular grids with applications 
for draping problems with simple numerical integration 
schemes [SAK 91]. Accurate models started with Breen 
et al [BRE 94] on modelling the microstructure of cloth 
using parameters derived from KES behaviour curves 
and integration based on energy minimization. 
However, such accurate models required a lot of 
computation for solving problems that were restricted to 
draping. On the other hand, more recent models trade 
accuracy for speed, such as the grid model detailed by 
Provot et al [PRO 95] which additionally includes 
geometric constraints for limiting large deformation of 
cloth. Additional contributions from Eberhardt et al 
[EBE 96] with the simulation of KES parameters and 
comparison of the efficiency of several integration 
methods. Advanced surface representations were used 
in [DER 98], where the simulation model and collision 
detection takes advantage of the hierarchical structure 
of subdivision surfaces. Modelling animated garments 

on virtual characters is the specific aim of the work 
described by Volino et al [VOL 95] [VOL 97], which 
investigate improved spring-mass representations for 
better accuracy of surface elasticity modelling on 
irregular meshes. 

While various models can be used to compute the 
force applied on each particle given their position and 
speed, these forces have then to be integrated along 
time to obtain the position and speed of the particle for 
the following time-steps using methods related to the 
integration of ordinary differential equation systems. 
Most recent however focus on improvements of the 
numerical integration methods in order to improve 
efficiency of the simulation. 

Explicit integration methods are the simplest 
methods available for solving first-order ordinary 
differential systems. They consider the prediction of the 
future system state directly from the value of the 
derivatives. The best known techniques are the Runge-
Kutta methods. Among them, the fast but unstable and 
inaccurate first-order Euler method, used in many early 
implementations, considers the future state as a direct 
extrapolation from the current state and the derivative. 
Higher order and more accurate methods also exist, 
such as the second-order Midpoint method, used for 
instance in early models by Volino et al [VOL 95], and 
the very accurate fourth-order Runge-Kutta method, 
used for instance by Eberhardt et al [EBE 96]. 

Beside considerations for accuracy, stability and 
robustness are other key factors to consider. For most 
situations encountered in cloth simulation, the 
numerical stiffness of the equations (stiff elastic forces, 
small surface elements) require the simulation time-
steps to be small enough to ensure the stability of the 
system, and this limits the computation speed much 
more than accuracy considerations. Adequate time-step 
control is therefore essential for an optimal simulation. 
A common solution is to use the fifth-order Runge-
Kutta algorithm detailed in [PRE 92] which embeds 
integration error evaluation used for tuning the time-
step adaptively [VOL 97]. 

In order to circumvent the problem of instability, 
implicit numerical methods are being used. For cloth 
simulation, this was first outlined by Baraff et al [BAR 
98]. The most basic implementation of implicit method 
is the Euler step, which considers finding the future 
state for which "backward" Euler computation would 
return the initial state. It performs the computation not 
using the derivative at the current time-step, but using 
the predicted derivative for the next time-step. Besides 
the inverse Euler method, other, more accurate higher-
order implicit methods exist, such as the inverse 
Midpoint method, which remains quite simple but 
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exhibits some instability problems. A simple solution is 
to interpolate between the equations of the Euler and 
Midpoint methods, as proposed by Volino et al [VOL 
00]. Higher-order methods, such as the Rosenbrook 
method, however do not exhibit convincing efficiencies 
in the field of cloth simulation. Multi-step methods, 
which perform a single-step iteration using a linear 
combination of several previous states, are other good 
candidates for a good accuracy-stability compromise. 
Among them, the second-order Backward Differential 
Formula (BDF-2) has shown some interesting 
performances, as used by Eberhardt, Hauth et al [EBE 
00] [HAU 01] and Choi et al [CHO 02]. 

Whatever variation chosen, the major difficulty in 
using implicit integration methods is that they involve 
the resolution of a large and sparse linear equation 
system for each iteration, constructed from the Jacobian 
matrix of the particle forces against their position and 
speed. A commonly used simplification involves 
linearization of the mechanical model so as to obtain a 
linear approximation of the matrix that does not evolve 
along time, and on which initial construction and pre-
processing allows efficient resolution method to be 
used, as for example like Kang et al [KAN 00], or even 
the matrix inverse to be pre-computed as done by 
Desbrun et al [DES 99]. A further simplification is to 
suppress completely the need of computing the matrix 
using an adapted approximation embedded directly in 
an explicit iteration. A big drawback of all these 
methods results from the approximation of the matrix 
that cannot take into account the nonlinearities of the 
model (mostly those resulting from the change of 
orientation of the surface elements during the 
simulation). While this is acceptable for draping 
applications, animations behave usually poorly because 
of excessive numerical damping, which also increases 
as the time-step becomes large. 

The best numerical method for actually resolving the 
linear system seems to be the Conjugate Gradient 
method, as suggested by Baraff et al [BAR 98], with 
various variations and preconditioning schemes 
depending on how the mechanical model is formulated 
and geometrical constraints of the cloth integrated. 

Most models using implicit integration schemes 
restrict themselves to using spring-mass systems, as 
their simple formulation eases the process of defining 
the linear system to be resolved. However, implicit 
integration methods can also be used for integrating 
accurate surface-based particle systems as the one 
described above, from derivation of the particle force 
expressions relatively to the particle positions and 
speeds. This in quite simply integrated into the implicit 
formulations described by Volino et al [VOL 00], and 

extended toward other advanced methods as by Hauth 
et al [HAU 01]. These formulations actually blur the 
line between particle systems and finite element 
methods, as the described particle system is indeed a 
first-order finite element method where the implicit 
resolution scheme corresponds to the energy 
minimization scheme of finite elements and the build of 
the linear system matrix to the assembly process of 
elements into the global system to be resolved. This is a 
key idea to design a new system which combines the 
accuracy of finite elements with the efficiency of the 
techniques used for particle systems, as described in 
section 3. 

4 Real-Time Garment Animation 

Real-time garment animation poses the challenging 
problem of how to perform very fast methods for the 
mechanical computation and collision detection. 
Accuracy has to be given up in favour of quicker 
methods that take advantage of geometrical 
approximations and contextual simplifications. 

4.1 Physically-based simulation 

Implicit integration [BAR 98] [CHO 02] and speed-
optimized derivatives [DES 99] [MEY 00] allow fast 
simulation of mechanical properties of cloth. However, 
the computation speed still remains slow for complex 
garments, and these methods are still limited by the 
maximum number of polygons they can animate in real-
time. 

In the specific of area optimizations for mechanical 
behaviour, James et al. [JAM 99] have worked on real 
time simulation. Their paper describes the boundary 
integral equation formulation of static linear elasticity 
as well as the related Boundary Element Method 
discretization technique. Their model is not dynamic, 
but rather a collection of static postures, limiting its 
potential applications. Debunne et al. [DEB 00] have 
also recently introduced a technique for animating soft 
bodies in real time. However, their method works on 
volumetric meshes and is therefore not applicable to 
thin objects such as cloth. 

4.2 Collision detection 

Collision detection is another bottleneck in the speed of 
cloth simulation. Besides the traditional methods, 
specific optimizations intend to address the problem of 
real-time simulation. For instance, Vassilev et al. [VAS 
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01] propose to use z-buffer for collision detection in 
order to generate depth and normal maps. The 
computation time of their collision detection does not 
depend on the complexity of the body. However, the 
maps need to be pre-computed before simulation, also 
restricting the real-time application. This class of 
methods has become very popular recently [GOV 03] 
[BAC 02]; high performance 3D graphic systems are 
part of almost every personal computer or game 
console. 

Another approach "voxel-based collision" has also 
been experimented. This approach is based on a spatial 
subdivision. The algorithm starts by selecting the voxel 
size that meets the requirements of targeted accuracy 
and performance. It then partitions the space into 
regions of free space, object surface and object interior. 
All voxels are organized hierarchically to form an 
octree. Voxel-based collision detection has been 
implemented by Meyer et al. [MEY 00] and McNeely et 
al. [MCN 99]. The collision detection remains as 
computing which voxel the cloth vertex belongs to and 
checking the flags of the voxel to know whether the 
cloth vertex is in collision or not. The main advantage 
of this algorithm is its rapid computation speed. On the 
other hand, the space partitioning needs to be calculated 
during the pre-processing, restricting the collision 
detection to rigid objects only. 

4.3 Geometric approaches 

Some other researchers have used geometrical 
approaches [WEI 86] [AGU 90] [HIN 90] [NGG 95]. 
Geometrical models do not consider the physical 
properties of the cloth, therefore providing techniques 
that produce fast results. However, these techniques are 
not able to reproduce the dynamics of clothes. 
Moreover, geometrical techniques require a 
considerable degree of user intervention. They can be 
regarded as a form of advanced drawing tools. 

4.4 Hybrid approaches 

Hybrid approaches aim to combine nicely physically 
based deformation and geometric deformation. The idea 
of hybrid approach stems from the following 
observation: physically based simulations are slow to 
compute but produce realistic results while simulations 
based on geometric method are much faster but not 
really suitable to animate full clothes.  By combining 
advantages of the both approaches, one can expect to 
have acceptable results within moderate computation 
time. In most cases, physically based models are used to 
compute the global movements of garments and the 

details such as wrinkles are generated with geometric 
models. 

Kang et al. [KAN 01] [KAN 02] improved the visual 
quality of the garments of small number of polygons by 
tessellating the triangles. With a cubic spline curve, 
their tessellation algorithm can simulate the wrinkles. 
Oshita et al. [OSH 01] use a similar approach to Kang et 
al. These both methods are mainly applicable to flat 
surfaces where physical simulation can be done with a 
relatively small number (<1,000) of polygons. 
However, highly curved surfaces, such as sleeves, need 
to be simulated with a higher number of polygons. 

Recently, Hadap et al. [HAD 99] have proposed to 
simulate the cloth wrinkles with bump map. The global 
movements of the mesh are simulated with a particle 
system. The bump/displacement map is the product of a 
modulation map and a wrinkling pattern. The 
modulation map is generated by computing the local 
deformation of cloth triangles and the wrinkling pattern 
is designed by the CG artist. 

4.5 Example-based methods 

Example-based approaches, also known as data-driven 
deformations have become popular since several years. 
They have been successfully used for motion data and 
other graphical objects such as deformable human face 
and body models. The main idea of example-based is to 
construct a simulator that can learn deformations 
through a set of examples. This simulator can be 
considered as a black box computing for each input 
parameter (user interaction) the corresponding output 
(the shape of the deformable object). During the 
training phase, a set of meaningful input/output data is 
given to the simulator, which learns. During the runtime 
execution, the simulator upon receiving an input 
computes the corresponding output. If the given input 
data corresponds exactly to one of the samples, the 
simulator will return the output of the sample. 
Otherwise, the returned output will be interpolated 
using one of the interpolation techniques such as RBF, 
k-nearest neighbours, neural network, or linear 
interpolation, etc. 

Grzeszczuk et al. [GRZ 98] have used a neural 
network to animate dynamic objects. They have shown 
that physically based models can be replaced by a large 
neural network that automatically learns to simulate 
similar motions by observing the models in action. The 
neural network is trained with a set of samples that have 
been computed with the physically based method. Not 
surprisingly, their simulator works in real-time. 
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However, it has not been proven that the same method 
can be applied for complex simulation such as clothes. 

Very recently, James et al. [JAM 03] have proven 
that the example-based approach can be successfully 
adapted to cloth simulation. The examples of cloth 
simulation they used had been calculated using 
commercial graphics package. Their approach makes 
use of Impulse Response Functions (IRF). Each IRF 
contains a sequence of T states (positions and velocity) 
defining an orbit of a cloth vertex, T being the time step 
of the simulation. To model a set of possible 
interactions, they construct a palette of IRF. Each IRF 
corresponds to a particular user interaction. During the 
runtime simulation, the orbit corresponding to the user 
interaction is played. If the user interaction is changed, 
a new orbit corresponding to the new user interaction is 
found and replaces the current one. To avoid 
discontinuity while changing the Impulse Response 
Function, they blend the two orbits. This work is 
interesting in the sense that it is the first method that 
aims to introduce example-based strategy in cloth 
simulation. However, this method is not adaptable to the 
simulation of clothes on virtual humans with its main 
drawback being the very limited user interaction. 

Cordier et al. have presented several research works 
on real-time clothes [COR 02] [COR 03] [COR 04]. 
Their assumption is that the whole cloth does not need 
to be simulated with a general-purpose simulation 
method; instead many optimizations can be made. Their 
approaches work in a hybrid manner exploiting the 
merits of both the physical-based and geometric 
deformations. In addition, they make use of 
predetermined conditions between the cloth and the 
body model, avoiding complex collision detection and 
physical deformations wherever possible. These 
approaches will be described in greater detail in the next 
tutorial chapter. 

5 Garment Design and Simulation 

A Since the first developments to produce simulated 
garments on virtual characters [LAF 91] [CAR 92], 
cloth simulation and garment animation has made its 
way not only in computer research (Figure 3) [VOL 
97], but also into commercial products aimed both for 
3D computer design and the garment industry.  

Two kinds of products ace currently available: Those 
oriented for general cloth simulation and animation, and 
those specialized for draping and fitting garment models 
on virtual mannequins. The first category offer tools for 
simulating any kind of deformable surface 
mechanically. They usually offer a simple mechanical 

model containing only the basic mechanical parameters 
of cloth (stiffness, viscosity, bending, and gravity) 
modelled as a spring-mass particle system and 
simulated using state-of-the-art integration techniques. 
They allow the computation of realistic cloth animation, 
but do not provide any tool for designing garments. The 
also offer general collision detection schemes for 
interaction with any other objects. These tools are 
usually integrated as plug-ins into 3D design and 
animation frameworks. Among the main products, there 
is MayaCloth integrated into Maya [ALI 04], Reactor 
[DIS 04], Stitch [DIG 04], SimCloth [CHA 04] and 
ClothReyes [REY 04] for 3D Studio Max, Dynamics 
integrated into Cinema 4D [MAX 04]. 

 

 
 

 

Figure 3: Virtual fashion: Real models and their 
virtual counterparts. 

The second category focuses on garment draping on 
virtual mannequins for visualization (virtual fashion, 
web applications) and prototyping purposes (garment 
design applications). The CAD applications specialize 
the simulation on pattern assembly and garment draping 
using accurate mechanical models of fabrics, while the 
visualization application take advantage of geometric 
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techniques for generating quickly realistic dressed 
mannequins out of design choices. Both use pattern 
models imported from professional pattern design tools 
(Gerber, Lectra, Investronica). These tools also usually 
provide a standalone environment for setting up the 
simulation and visualizing the results. Among them, 
there is Toyobo DressingSim [DRE 04], Browzwear V-
Stitcher [BRO 04], or web applications such as 
FitMe.com [FIT 04] and MIRALab's Virtual Try-On 
[MIR 04] [COR 03]. 
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Abstract
Physical models and numerical solvers are the basis of current cloth simulation engines. Applications of cloth
simulation range from pure visual effects for film and entertainment to demanding virtual try-on scenarios, where
a high degree of physical realism combined with fast computation times is needed. Therefore, research in cloth
animation has focused on improving realism as well as computation speed, and significant advances have been
made over the last years.
In this part of the tutorial, we will discuss physical models for cloth ranging from simple mass-spring systems
to continuum-based particle systems and fast finite element solutions. Then, we will describe several explicit and
implicit time integration schemes and compare them with respect to stability and performance.

1. Introduction and Overview

The area of physically-based modeling is situated in the in-
tersection of computer science, mathematics, and physics.
The animation of cloth is a particularly interesting applica-
tion of physically-based modeling, because it aims at fast
animation solutions for rather difficult physical problems.
Moreover, it addresses one of the major difficulties in cre-
ating realistic scenes with virtual actors.

The challenge of computer animation is to break down
physical models for complex structures such as textiles, ap-
proximate them efficiently, and run fast simulations with in-
telligent numerical methods. The range of methods proposed
in literature is quite large. The techniques vary from simpli-
fied methods designed specifically for real-time applications
to sophisticated methods that were designed to reproduce
measured material properties. Due to improved algorithms
and faster computers, it becomes possible more and more to
use advanced physical models and still achieve fast anima-
tions.

In this part of the tutorial, we will first discuss several
physical models that have been employed for cloth anima-
tion in the past, ranging from discrete mass-spring and par-
ticle systems to finite element solutions for continuous cloth
models. Then, we will explain explicit and implicit numeri-
cal methods for the solution of the arising ordinary differen-
tial equations.

2. Physical Models

Cloth models have been designed with different objectives.
A common objective in computer graphics is to generate
convincing pictures and films. For that purpose, physics may
be ignored or simplified to a certain extent. A different objec-
tive is to preserve physical, measured properties in order to
map real materials onto a simulated cloth. This, for instance,
is indispensable in e-commerce applications, in which a cus-
tomer selects clothes based on a simulation. In computer
graphics, this also should lead to an animation that is fast
and allows interaction with a complex scene.

In the following, we will start with relatively simple mass-
spring and particle systems. After that we will describe how
discrete and continuous models aim at preserving real mate-
rial properties.

2.1. Discrete Models

All models which we take into account have in common that
they discretize the cloth by a polygonal mesh (figure 1). The
vertices of this mesh are called particles or (mass) nodes. In
discrete models, the mesh topology defines, how the parti-
cles interact and exert forces on one another.

Given the mesh describing the cloth, forces on each par-
ticle are computed depending on its position and velocity,
and the positions and velocities of a set of particles within

c© The Eurographics Association 2004.
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(a) (b) (c)

Figure 1: Textiles are discretized by polygonal meshes. Image (a) shows a pieceof cloth modelled as a quadrilateral mesh. The
shirt in image (b) is represented by an unstructured triangle mesh (c).

s(u,v) deformed surface
r(u,v) (local, partial) rest state of surface
d(u,v) displacement
xi particle positions
vi particle velocity
ε strain (tensor)
σ stress (tensor)
C elastic tensor
D viscous tensor
〈a,b〉 scalar product of vectorsa andb
∆s Laplaciansxx+syy+szz

su partial derivative ofs with respect tou

Table 1: Notation in this section

its topological neighbourhood. When the functionF com-
puting the forces has been determined, Newton’s equation
of motion governs the movement of the particles. The trajec-
tory of each particle with massmi at positionxi is computed
by

F(x,v) = mi ·
d2xi

dt2
. (1)

Here x denotes the vector containing all particle positions
andv the vector of all particle velocities. Note that since par-
ticle systems already represent a discretization in space, only
a system of ordinary differential equations has to be solved.
The systems presented in literature differ by their methods
of computing the forces.

2.1.1. Mass-spring systems

In mass-spring systems, particle interaction is solely mod-
elled by linear springs.

2 21

1

3

2

3

3

1

1

3

2

Figure 2: Provot’s mass-spring system with (1) structural
springs, (2) shear springs, and (3) bending springs

Provot [34] proposes a mass-spring system for textiles and
uses a rectangular mesh in which the particles are connected
by structural springs to counteract tension, diagonal springs
for shearing, and interleaving springs for bending as shown
in figure 2.

Forces by linear springs between two particles atxi and

c© The Eurographics Association 2004.
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x j are given by

Fe
i j (x) = ki j (‖xi −x j‖− l i j )

xi −x j

‖xi −x j‖
, (2)

whereki j is the elastic modulus of this spring andl i j its
rest length. The spring constant depends on the type of the
spring. For the structural forces there are very large con-
stants, whereas for the bend and shear forces the springs have
small values.

Obviously, there is a strong interdependence between the
different kinds of springs leading to nonlinear, uncontrolled
effects. The diagonal shear springs, for instance, also lead
to additional tension and transversal contraction.

Furthermore, we need viscous forces to account for en-
ergy dissipation due to internal friction. These forces damp
out kinetic energy and depend on the velocity of the object.
It is very popular to model these for each spring by

Fd
i j (x) = di j (vi −v j ). (3)

Since these terms are linear they are particularly well suited
for the numerical integration. However, there are two ma-
jor disadvantages of this simple term as it also penalises
a rigid rotation of a spring. Moreover, high damping of a
structural spring prevents the object from bending. Hence,
this simplified damping makes the deformable object move
rather stiffly. These effects are alleviated by modelling a stiff,
damped spring accurately by

Fd
i j = di j

〈vi −v j ,xi −x j〉
‖xi −x j‖2 (xi −x j ) (4)

This is just the linear damping term (3) projected onto the di-
rection of the spring. Unfortunately, in many cases this term
complicates the implicit time integration (cf. section 3.1.3).

Finally, in order to run the simulation, we only have to
sum up all spring forces and plug them into equation (1).

In several mass-spring systems [34, 11, 28] another
popular idea is exploited. It is motivated by a biphasic
behaviour of textile materials as shown in figure 3 , i.e.
initially the material yields to an exerted stress easily but
appears to be extremely stiff in a second phase. This effect is
imitated by rather small spring constants that model the first
phase. In order to model the second, almost rigid phase, the
system is post-processed after each time step if the springs
are elongated too much. In this process, iteratively all
particle positions are modified such that a certain maximum
elongation is not exceeded. Such a post-processing is
justified for simple mass-spring systems that do not model
specific material properties anyway. Note that the result
depends on the order in which the spring elongations are
corrected.

Although simple mass-spring systems do not model any

Force

Elongation

Figure 3: Biphasic spring modelled by post-correction

specific material and are not related to measured properties
of real clothes, they are capable of producing pleasing ani-
mations that are sufficient in many computer graphics appli-
cations. Visually very convincing animations based on a par-
ticle system with a sophisticated approach to handle bending
behavior of cloth were presented in [6].

2.1.2. Representations of Cloth as discrete Mechanism

In their book on cloth modelling [26], Donald House and
David Breen state that“Cloth is a mechanism, not a con-
tinuous material”. Consequently, some attempts have been
made to model clothes by the interaction of discrete threads
that are interwoven in textiles.

Some discrete systems that have been developed in com-
puter animation for the animation of clothes and other sur-
faces have the advantage that they allow fast simulations. In
particular, particle systems have been successfully used for
rapid animations. We can consider the quadrilateral mesh
that is described by the mass nodes and structural springs
in Provot’s mass-spring system as a network of interwoven
threads, in which one thread is given by a chain of structural
springs. Different threads can interact at the mass points,
where shear, bend, or other internal forces apply. In order to
model the interaction of threads, more complex forces than
pure spring-forces are added to the system and yield a more
general particle system.

Most particle systems use potential functions for tension,
bend, and shear energy. These energies are chosen to
correspond to standard experiments (Kawabata [29]) to
measure textile properties. Hence, the measurements from
one experiment are used to model one specific energy
function. All energies are modelled on a rectangular grid,
where each particle interacts with its four direct neighbours.
The grid is aligned with two distinct directions that are
apparent in textiles (in woven materials they are called weft
and warp direction). The materials show different properties
in these directions and each experiment has to be carried out
for both directions.

The tension energy is evaluated for each particle and de-
pends on the four neighbours of that particle in a rectangular

c© The Eurographics Association 2004.
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mesh. The tension energy of a particle at positionx0 is

Et =
4

∑
i=1







1
2Ct1,i(‖x0−xi‖− l i −ht1,i)3 if ‖x0−xi‖ ≥ l i

1
2Ct2,i(‖x0−xi‖− l i −ht2,i)5 if ‖x0−xi‖ ≤ l i

,

(5)
wherel i are the rest lengths between particles andCt,i and

ht,i are material parameters. They can be used to fit measured
data by a piecewise linear curve. The energy is computed
from a strain(‖x0−xi‖− l i), and the strain-stress relation is
modelled piecewise cubic or quintic. If we introduce a linear
strain-stress relationship by replacing the exponents with 2
and setht,i := 0, we get linear spring energies.

The shear energy is modelled as

Es =
4

∑
i=1

1

2
Cs(φi −

π

2
−hs,i)

2 (6)

and the bend energy as

Eb =
2

∑
i=1

1

2
Cb(ψi −π−hb,i)

2. (7)

HereCs,Cb and hs,i ,hb,i are the material constants. These
energies implement hinges functioning like springs that lin-
early depend on the shear angleφ and the bend angleψ, re-
spectively. These are the angles formed by the incident edges
as depicted in figure 4.

Figure 4: Shear and bend energy in a particle system (image
by Eberhardt [14])

All derived energies are combined to compute the final
forces to be plugged into equation (1):

F = −grad(Et +Es+Eb +Eexternal).

In this section, only elastic forces have been discussed. Vis-
cous forces should be modelled in the fashion of section
2.2.7.

2.1.3. Triangular meshes

Until now, we only have considered particle systems based
on rectangular meshes. Triangular mass-spring systems are
widely used as well and can be constructed with almost the
same set of forces. However, their physical properties are
hard to control and depend on the topology of the mesh. Fur-
thermore, they usually show a very strong transversal con-
traction. This motivated Volino [38, 40] to extend the con-
cept of triangular mass-spring systems. In a triangular mesh
the deformation of each face is uniquely determined by the
elongation of its edges. Forces acting on each of its particles
can be formulated depending only on these (vectorial) elon-
gations. This results in a particle system in which the forces
on one particle do not only depend on adjacent edges but on
the elongations of all edges of all faces incident to the con-
sidered particle. The coefficients of these dependencies are
the material constants and allow a flexible modelling of the
physical properties.

The cloth simulation by Baraff and Witkin [2] also is
based on a particle system for triangle meshes, however
without the objective of fitting to real material data.

2.2. Continuous Models

Although clothes are not homogeneous, continuous objects,
modelling them as discrete mechanism involves complica-
tions. As we cannot represent each single thread in a textile
by an edge in the mesh, we have to choose a certain resolu-
tion of the object. If we want to be independent of this reso-
lution, we need to represent a patch of textile as a continuous
material, which allows us to use low resolution models with-
out loosing basic material properties.

From a continuum model a consistent discretization can
be derived. Consistency here means that the computed so-
lution converges to the accurate solution for the continuum
when the resolution is increased. That allows us to switch
from one resolution to another without changing the proper-
ties of the cloth.

Therefore we will describe the foundations of the contin-
uous theory, and present a particle system that can approx-
imate this theory. Moreover, we describe a linear finite ele-
ment solution for cloth modeling which provides about the
same performance as particle systems if implicit time inte-
gration methods (section 3.1.3) are employed.

2.2.1. Descriptions of Strain

Continuum mechanics is the standard theory to describe and
model deformable objects, and the following elaborations
are based on several text books [4, 7, 31, 36, 3].

The basic quantities of continuum mechanics arestrain,
which is a dimensionless deformation noted byε, andstress,
which is a force per length for surfaces or per area for vol-
umes and is denoted byσ. In the case of a one-dimensional

c© The Eurographics Association 2004.
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spring, these entities are scalars. The strain of this spring is
its elongation per length, while the stress is the spring force.
In the case of surfaces or volumes, these entities are tensors.

Surfaces are more complicated than a one-dimensional
spring, and the description of strain is more involved. Tex-
tiles can be described as regular surfaces (in the sense of dif-
ferential geometry [12]). The deformation of a regular sur-
face embedded inR3 is described by a strain tensor with
respect to a certain undeformed reference state. In this equi-
librium state, denoted byr , the object is not deformed,
and the elastic energy is zero. Letr be parametrised over
a domainU ×V. Under forces the rest state deforms to a
states(u,v). The displacement is a mappingd defined by
d(u,v) = s(u,v)− r(u,v) as depicted in figure 5.

The difference of the first fundamental formsIs andIr of
the current state and the equilibrium state of the object de-
scribes the in-plane strain and defines a nonlinear strain ten-
sor [30]

G̃ = 1
2(Is− Ir ) = (8)

1
2

(

〈su,su〉 〈su,sv〉
〈su,sv〉 〈sv,sv〉

)

− 1
2

(

〈ru, ru〉 〈ru, rv〉
〈ru, rv〉 〈rv, rv〉

)

.

For planar surfaces, the deformation is defined uniquely by
the difference of the metrics of these states. As a piece of
cloth is a surface in three-dimensional space, the curvature
tensors (second fundamental forms) have to be taken into
account as well. Terzopoulos and Fleischer [37] developed a
model for animated surfaces based on the the energy due to
these tensors.

Commonly, the rest stater is assumed to be the identity
mapping. ThenG̃ coincides with Green’s strain tensor

G =
1
2

(

〈su,su〉−1 〈su,sv〉
〈su,sv〉 〈sv,sv〉−1

)

.

UxV

r s

d

Figure 5: The reference configuration: the rest state is
parametrised by a mappingr on a space U×V. By defor-
mationd it transforms into the deformed (strained) configu-
ration, which is parametrised by the mappings.

Green’s tensor, unfortunately, is nonlinear and yields

fourth order terms in the energy formulation, and these are
computationally very costly and lead to various numerical
problems. Linear elasticity theory would allow much faster
animations. It makes use of the linear approximation of
Green’s tensor, called Cauchy’s strain tensor. It is obtained
by neglecting terms of order higher than one in the displace-
ment d in the components of Green’s tensor, here for two
dimensions:

〈su,su〉−1 = 〈e1 +du,e1 +du〉−1

= 2〈du,e1〉+O(d2)

〈sv,sv〉−1 = 〈e2 +dv,e2 +dv〉−1

= 2〈dv,e2〉+O(d2)

〈su,sv〉 = 〈e1 +du,e2 +dv〉
= 〈du,e2〉+ 〈dv,e1〉+O(d2),

(9)

where(e1,e2) is the Cartesian basis ofR2. Thus, Cauchy’s
tensor can be written as

ε =

(

d1
u

1
2(d1

v +d2
u)

1
2(d1

v +d2
u) d2

v

)

,

where the superscripts denote the vector components. Lin-
ear elasticity is based on this linearised strain tensor and
yields much simpler formulations. In particular, it results in
linear partial differential equations. These linear equations
are widely used in engineering and lend themselves to finite
element formulations very easily.

The strain tensor of linear elasticity, as we have seen, is
derived from Green’s strain tensor by linearisations in the
deformations, i.e. the displacementd (figure 5) is assumed
to be small, and all terms of order two or higher ind are ne-
glected in the strain tensor. For this reason the linear theory
is not appropriate for highly flexible objects like clothes. It
only applies to small displacements. It is therefore not in-
variant under rotations and leads to unphysical behaviour if
the object or a part of it is rotated. As animated surfaces
can bend strongly, the displacements become very large, al-
though the deformations remain small. Thus, a linearisation
with respect to a global reference frame is not applicable to
cloth animation. However, we will see later (in sections 2.2.5
and 2.2.6) that a linearisation with respect to a local refer-
ence frame is feasible.

2.2.2. The equation of motion

So far, we only have dealt with the description of strain. In
linear elasticity, also the relation between the stress tensorσ
and strainε is assumed to be linear, and the dependence is
given by the elastic tensorC. This is formulated by Hooke’s
law:

σi j = Ci jkl εkl (10)

C is a symmetric rank-4 tensor containing the material prop-
erties. Here, symmetry meansCi jkl =Ckli j as well asCi jkl =
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Cjikl . Hooke’s law is used to compute the stress tensor in the
equation of motion of a continuous elastic material:

ρ ∂2s
∂t2 −div σ = f , (11)

whereρ is the mass density and the divergence of the stress
σ yields the force density due to the interior energy of the
elastic object.f denotes an external force density (e.g. the
gravity force densityρg). Equation (11) is a partial differen-
tial equation (PDE) that has to be solved over the parameter
domain and time. A standard procedure is to semidiscretize
the system in space with finite differences or finite elements.
This eliminates all spatial derivatives in the equation and re-
duces the PDE to an ordinary differential equation (ODE) in
time t that can be solved by any suitable integration method.
This way, we reduce the PDE (11) to the ODE (1).

2.2.3. Bend forces

Bend forces cannot be derived from the standard strain ten-
sor because they are out-of-plane forces and arise only due
to a volumetric property of the object (an ideal surface does
not exhibit bending forces). Hence, there are basically two
possibilities of deriving bending forces. First, we can simply
add some bending forces to the in-plane forces, derived for
instance from a Laplacian formulation or from a thin plate
energy. Second, the cloth can be modelled as a thin volumet-
ric object. In this case, shell theory provides the appropriate
mechanism. Shells are thin objects which span over surfaces.
The shell is parameterised by a mid-surfaces:

x(u,v,w) = s(u,v)+wd(u,v),

i.e. the object position is described by the mid-surface pa-
rametersu,v and the height over the mid-surfacew in the
direction of a directord that has unit length.
From this description a three-dimensional strain and stress
tensor is derived. Shells comprise (in-plane) membrane
forces as well as bending forces. Some authors [15, 27, 19]
model textiles and other thin deformable objects accurately
by a nonlinear shell theory. In order to solve the resulting
nonlinear PDE’s, the system is discretized by finite elements,
and Newton’s method is used to compute an equilibrium so-
lution.

2.2.4. Description of Clothes in a Linear Theory

A characteristic property of textiles is orthotropy. Linear, or-
thotropic materials possess two orthogonal symmetry axes in
continuum mechanics. This reduces the number of free elas-
tic material constants (entries in the elastic tensor) to four
for in-plane deformations. The symmetry axes or directions
in a woven material are the weft and warp directions. The
textiles show very different physical behaviour in these di-
rections, and this characterises the materials. Therefore, ma-
terial measurements are carried out for the two directions
independently [29]. The two Young modulik1 := C1111 and
k2 :=C2222, the shear modulusµ :=C1212=C2121=C2112=

C1221, and the parameterC1122= C2211, which controls the
transverse contraction, have to be taken into account as elas-
tic constants to model the in-plane stress. Additionally, the
bending moduliB1 andB2 describe the curvature elasticity
in the weft and warp directions.

Unfortunately, the strain/stress relation in textile materials
is highly nonlinear, and approximations to these nonlinear
properties have been an issue in computer animation. Gen-
erally, the nonlinear stress-strain relation is modelled by a
piecewise linear function. This can be achieved by updating
the the elastic tensor according to the current slope of the
strain/stress curve [14]. The updating is carried out before
each time step.

2.2.5. Continuous Theory and Particle Systems

As we have seen, Cauchy’s stress tensor is not valid for
large displacements. Green’s strain tensor, however, impedes
a rapid numerical solution and makes implicit time integra-
tion very difficult (see chapter 3).

In this section, we will show how the diagonal compo-
nents of the strain tensor can be linearised locally to alle-
viate the solution of the ODE. From this model, we can
derive a particle system that models continuous objects by
a finite difference discretisation. This elastic model will be
summarised here briefly. For details we refer to the full arti-
cle [16].

Given the deformed surfaces(u,v), we approximate the
stress tensor by

σ =

(

k1(‖su‖−1) 1
2µ< su,sv >

1
2µ< su,sv > k2(‖sv‖−1)

)

, (12)

wherek1, k2, andµ are the elastic material constants. This
tensor is plugged into the equation of motion for continuous
objects (11). In particular, in the strain tensor the dominating
diagonal components have been linearised with respect to a
local rest frame. Thus, the numerical solution is alleviated.
From the diagonal components of the stress tensor we derive
the following expression for the stress by finite difference
discretization:

σii =
k1,2

l2
(‖xi −x j‖− l),

wherel is the rest distance between the particles atxi and
x j . Linear spring forces result from approximating the di-
vergence of the diagonal entries in the stress tensor

fi, j =
k1,2

l2

[

(xi −x j )− l
xi −x j

‖xi −x j‖

]

, (13)

Note that thefi, j are actually force densities as we have con-
tinuous objects.

Additionally to the stretch forces, shear forces can be ap-
proximated similarly, and bend forces can be derived from a
thin plate energy (see [16]).
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For rectangular meshes it can be verified that this parti-
cle system approximates the accurate continuum model with
linear precision, i.e. we have convergence to the accurate so-
lution when the resolution is increased. For general quadri-
lateral meshes, the solution still converges, but does not pos-
sess the approximation property.

2.2.6. A Linearised Finite Element Model

The approach described in the last section works only for
regular quadrilateral meshes. Therefore, a linearised finite
element model for cloth which works for arbitrary unstruc-
tured triangle meshes has been developed [17]. It is particu-
larly designed for numerically stiff materials such as textiles
because it yields linear equations in each time step and al-
lows fast time stepping in an implicit integration method (cf.
section 3.1.3).

For the moment we assume that all forces and displace-
ments are in the (x,y)-plane, and that the small displace-
ment assumption holds. For this case, we state the finite ele-
ment formulation for linear elasticity as presented in several
text books (e.g. [3]). Given the surfaces(u1,u2), we denote
the linear form functions of the linear finite element space
by Nj (u1,u2). For each triangleTm(a,b,c) we compute the

form factors ∂Nj

∂ui
, j = a,b,c, i = 1,2 in the rest state (these

form factors replace the rest lengths of the springs in a mass-
spring system). Also we compute the triangle areasΩTm in
the rest state. Then we construct the stiffness matrix as fol-
lows. For each triangleTm and each vertex pair(a,b) of this
triangle, we define a submatrixKm

ab ∈ R
2×2

[

Km
ab

]

i j =

(

2

∑
k,l=1

∂Na

∂ui
Cik jl

∂Nb

∂u j

)

ΩTm, (14)

whereC is the elastic tensor that contains all elastic material
properties.

The stiffness matrixA∈R
3n×3n, wheren is the number of

vertices, is assembled from all matricesKm
ab for all triangles.

It consists ofn×n submatrices that are computed as follows:

[A]ab =







[

∑
m|Tm∈Γ(a,b)

Km
ab

]

0
0

0 0 0






∈ R

3×3

HereΓ(a,b) is the set of all triangles containing verticesa,b.

We denote the displacement, position, and velocity vec-
tors that store the values of alln vertices byd,x,v ∈ R

3n,
respectively. The force vector is then computed by

F(x) = Ad = A(x− x̄),

wherex is the vector of the vertex positions in the deformed
state and ¯x the vector of positions in the rest state. This force
formulation is valid as long as the surfaces remain in the
(x,y)-plane.

As mentioned previously, large rotations prevent the us-
age of the linear strain formulation. Hence, in each time step
we are going to remove these rotations before computing the
deformation forces (similar ideas have been used for three-
dimensional deformable objects in [33] and [25]). This is
equivalent to constructing a rotated rest state and linearising
with respect to this rest state. The key is the polar decompo-
sition of the deformation gradient. The deformation gradient
J can be decomposed into a rotationR and a pure deforma-
tion U

J = R·U.

The polar decomposition is carried out as follows:

1. ComputeU2 = JtJ
2. Compute the eigenvaluesλ1,λ2 and eigenvectorsv1,v2

of U2

3. ComputeU =
√

λ1v1vt
1 +

√

λ2v2vt
2

4. ComputeR= JU−1

Since we use linear finite elements, the matrixJ is con-
stant on each triangle. Hence, the polar decomposition gives
us a unique rotationRm for each triangleTm. This rotation is
used to move the deformed triangle back to a planar state in
the (x,y)-plane, compute the elastic forces with linear elas-
ticity there, and finally rotate the computed forces back in
3D space. For that purpose, we have to transform the dis-
placement vectors before the multiplication with the local
stiffness matrix. The force vector that is the result of the mul-
tiplication has to undergo the inverse transformation. One
local stiffness matrix for edge (a,b) computes forces as fol-
lows:

F(x) = RmKm
ab(R

m)txa−RmKm
abx̄a

Note that the planar rest state positionx̄a is already in 2D
space and only the results of the multiplication need to be
rotated to 3D space. Hence, we define the transformed local
stiffness matrices as

Qm = Rm ·Km ·Rt
m,

Q̄m = Rm ·Km,

whereRm∈ R
3×2,Qm∈ R

3×3,Q̄m∈ R
3×2 The global stiff-

ness matrices are assembled from the matricesQm andQ̄m :

[A]ab = ∑
m|Tm∈Γ(a,b)

Qm
ab (15)

[Ā]ab = ∑
m|Tm∈Γ(a,b)

Q̄m
ab

The global force vector is computed by

F(x) = Ax− Āx̄.
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Similarly, bend forces can be derived from a finite ele-
ment formulation of the Laplacian operator projected onto
the surface normals. Then, they can be evaluated as

F(x) = Ãx.

Moreover, linear viscous forces can be derived by replacing
the elastic tensorC by the viscosity tensorD. These viscous
forces are evaluated by

F(v) = Bv.

For a detailed discussion of bend forces and viscosity we
refer to [17]. Summarizing all forces, Newton’s equation of
motion becomes

M
d2x
dt2

= Ax− Āx̄+ Ãx+Bv+ fext,

whereM is the mass matrix, andfext are external forces.
One time step in the animation is then computed as follows:

1. Compute the rotationsRm for each triangleTm

2. Construct the matricesA, Ã,B and computēAx̄
3. Carry out a time step.

The achievement of this procedure is that the forces are
linear, such that a system of linear equations has to be solved
in each time step, if an implicit time integration method is
used. For the implicit Euler method (see section 3.1.3), for
instance, we have to solve

v1 = v0 +hM−1(Ax1 + Ãx1 +Bv1− Āx̄+ fext)

x1 = x0 +hv1

with time steph. Note that the subscripts denote the time
indices here. From this, we obtain the linear system

(M−h2A−h2Ã−hB)v1 =

Mv0 +h(Ax0 + Ãx0− Āx̄+ fext).

2.2.7. Viscosity and Hysteresis in Textiles

Figure 6 shows a typical strain/stress curve that can be mea-
sured when a textile patch is stretched and relaxed. Hys-
teresis effects as in this figure are due to energy dissipa-
tion. When the material deforms under external forces, the
strain/stress relation is described by the upper branch of the
hysteresis. When it is released and contracts again, this re-
lationship is described by the lower branch and the area be-
tween both branches is proportional to the dissipated energy.

There are several causes for energy dissipation when mod-
elling deformable objects. Here, we focus exclusively on in-
trinsic effects, i.e. those that do not depend directly on ex-
ternal forces like friction due to fluid flow (wind). Internal
friction depends on the relative motion of parts of the de-
formable object, that is, on the strain rate. The strain rate
tensor is defined as

νi j =
dεi j

dt
. (16)

Elongation

Force

loss of
energy

Figure 6: Hysteresis

The forces generated by internal friction are often called vis-
cous in analogy to Newtonian fluids. A viscous stress can be
computed analogously to equation (10):

σv
i j = Di jkl νkl , (17)

where the “viscosity tensor”D has the same structure as the
elastic tensorC. The viscous stress is added to the purely
elastic stress. In most implementations the viscosity tensor
D is chosen constant and proportional to the elastic ten-
sorC. This produces a material called a Kelvin-Voigt solid,
the simplest viscoelastic solid. Note that the spring damp-
ing forces as stated in equation (4) can be derived from this
model. In order to fit the typical behavior of cloth, a more
complex and visco-elastic model has to be chosen. For in-
stance a constantQ model allows to reproduce a measured
hysteresis curve [20].

3. Numerical Simulation

In this section, we will describe several explicit and implicit
time integration methods, in parts following Hauth [23]. A
further in-depth comparison of integration methods for cloth
simulations has been presented by Volino and Magnenat-
Thalmann [41].

3.1. Methods for Numerical Integration

As we have seen in the previous section mechanical systems
are often given as a second order ordinary differential equa-
tion accompanied by initial values

x′′(t) = fv
(

t,x(t),x′(t)
)

,

x(t0) = x0,x
′(t0) = v0. (18)

The differential equation can be transformed into a first order
system by introducing velocities as a separate variable:
[

x(t)
v(t)

]′
=

[

v(t)
fv

(

t,x(t),v(t)
)

]

,

[

x(t0)
v(t0)

]

=

[

x0
v0

]

.

(19)
For the next few sections it will be convenient to write this
ODE in the more abstract form

y′(t) = f
(

t,y(t)
)

, y(t0) = y0, (20)
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before we will come back to the special setting (19) for even-
tually gaining computational advantages.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

7

8

t

y

Figure 7: Solutions of example 1 forλ = 2 (dashed) and
λ = −15 (solid)

Throughout the following discussion we will use the fol-
lowing examples:

1. y′ = λy, y(0) = 1 with λ = 2,−15 for t ∈ [0,1] (figure 7).
2. The overdamped wave equationy′′ = λ/2y+ λy′ with

λ = 5 for t ∈ [0,10] and starting valuesy(0) =
0, y′(0) = 1. It has the analytical solutiony(t) =

1/15
√

15e1/2(−5+
√

15)t −1/15
√

15e−1/2(5+
√

15)t

3. This example is based on a simple mechanical system
(figure 8(a)): A particlep with massm connected to the
origin using a spring with stiffnessk, dampingd and rest
length l0, is pulled down by gravity. This setting is de-
scribed by the ODE

d2z
dt2

=
k(l0−z)

m
− d

m
dz
dt

+gz. (21)

We set the parametersm = 0.1, k = 100, l0 = −1, d =
1, gz =−10, z0 =−1, v0,z =−5 and simulate the interval
t ∈ [0,2] (figure 8(b)).

3.1.1. Explicit methods

The oldest and most simple method of integration is the so
called forward or explicit Euler method. Time is discretised
into slices of lengthh. To get a formula for advancing a
timestep,h the differential quotient on the left hand side of
(20) is replaced by the forward difference quotient

y(t +h)−y(t)
h

≈ y′(t) = f (t,y(t)). (22)

Thus we get the integration formula for advancing a single
timestep

y(t +h) = y(t)+h f(t,y(t)). (23)

Iterating this method gives a sequence of numerical approx-
imationsYn. Geometrically this method can be interpreted

�������
�������
�������

�������
�������
�������

x

z

y

k,d, l0

m

(a) The mechanical system of example 3.
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(b) Exact solution of example 3:z (solid), z′

(dashed), and an implicit Euler solution (see be-
low) for large timesteps.

Figure 8: Example 3.

as straightly following the tangent of the solution and then
recalculating the slope for the next step.

There are several criteria for evaluating an integration
method:

• convergence
• accuracy
• stability
• efficiency

Convergence means that forh → 0 the numerical solutions
Yn meet the analytical. All useful methods must be conver-
gent, so we won’t discuss non-convergent methods or criteria
for convergence. More interesting is the accuracy or order of
a method. By this we mean how fast a method converges for
h→ 0, or with other words how accurate the solution is for
a givenh. By using a taylor expansion for the exact solution
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after a single timestep

y(t +h) = y(t)+hy′(t)+h2/2y′′(t)+O(h3) (24)

we find that for the numerical approximationY1 produced by
an explicit Euler step

y(t1)−Y1 = O(h2). (25)

If we continue the method using thenumerical solution Y1
as a starting value for the next timestep we lose[21] a power
of h for the global error

y(tn)−Yn = O(h). (26)

This means that the explicit Euler method converges linearly
or hasorder1. We will analyse stability and efficiency of the
method later.

As a next step we will introduce methods of higher order.
For this a centered difference estimation fory′(t +h/2) (20)
is used

y(t +h)−y(t)
h

≈ y′(t +h/2) = f (t,y(t +h/2)). (27)

and thus as an iteration scheme

Yn+1 = Yn + f (t,y(tn +h/2)). (28)

But how do we findy(tn + h/2)? For an estimation we use
an explicit Euler step to get

k1 = Yn + h
2 f (t,Yn) (29)

Yn+1 = Yn +hk1, (30)

the so calledexplicit midpointrule. The estimation by for-
ward Euler, although not very accurate is good enough, as
the function evaluation is multiplied by the timestep to ad-
vance to the next approximation. So by a taylor expansion
we find a local error ofO(h3) leading to a global error of

Yn−y(tn) = O(h2) (31)

for the explicit midpoint rule.

Generalizing the idea of using function evaluations ats
intermediate pointst +c jh leads to the Runge-Kutta methods
defined by a Runge-Kutta matrix(ai j ), weightsbi , abscissae
c j and the equations

ki = Yn +h
s

∑
j=1

ai j k
′
j

with k′i = f (tn +cih,ki) for i = 1, . . . ,s

Yn+1 = Yn +h
s

∑
i=1

bik
′
i (32)

The coefficient set can comfortably be specified like in table
2. If the matrix(ai j ) is strictly upper, all inner stageski only
depend onk j with j < i and thus can be computed one after
the other.

The most famous one is the method by Runge and Kutta
given in table (3) together with the explicit midpoint rule

c1 a11 a12 · · · a1s
c2 a12 a22 · · · a2s
...

...
. . .

...
cs as1 as2 · · · ass

b1 b2 · · · bs

Table 2: General Runge–Kutta method

interpreted as a Runge-Kutta method. The method by Runge
and Kutta possesses order 4.

0 0 0
1
2

1
2 0

0 1

0
1/2 1/2
1/2 0 1/2
1 0 0 1

1/6 2/6 2/6 1/6

Table 3: Explicit midpoint and "the" Runge-Kutta method

By using algebraic relations for the coefficients, it is pos-
sible to construct explicit Runge-Kutta methods of arbitrary
high order resulting in many inner stages with many func-
tion evaluations. But for most practical applications order 4
is sufficient.

Having constructed all these methods, we now will try
them on our examples.

The diagrams in figure 9 were produced by solving the ex-
amples using different timesteps and measuring the number
of floating point operations needed for achieving the speci-
fied accuracy when compared with the (analytical) reference
solution. In the work-precision diagram they-axis shows the
error‖Ytend − y(tend)‖ as a function of the required number
of floating point operations. The first example withλ = 2
(figure 9(a)) shows exactly the expected behaviour: when
reducing the time step and thus investing more work, the
numerical solutions converge against the reference solution.
Moreover the slope of the curves in the double logarithmic
plot exactly match the order of the method. But in all the
other examples (figure 9(b)-9(d)) this behaviour only shows
up after an initial phase, where the solver produces com-
pletely wrong results. This is the point where stability comes
in. We will now analyse this by using the simplest example
where it occurs, i.e. example 1 withλ < 0.

3.1.2. Stability

The equation for example 1 is calledDahlquist’s test equa-
tion

y′ = λy, λ ∈ C. (33)
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(a) Example 1a:y′ = 2y
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(b) Example 1b:y′ = −15y
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(c) Example 2:y′′ = −5y′−5y
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(d) Example 3

Figure 9: Work precision diagrams for the explicit Euler, explicit midpoint and RK4 methods.

Its exact solution to an initial valuey(0) = y0 is given by

y(t) = eλty0. (34)

This equation is a tool for understanding and evaluating the
stability of integration methods. We have seen, that in the
damped case characterised by Reλ < 0 convergence is only
achieved by very small timesteps. In this case, since the ex-
ponent is negative, the analytical solution is bounded for
t → ∞. Therefore a meaningful numerical method is re-
quired to deliver a bounded solution. An integration scheme
that yields a bounded solution is calledstable.

If we apply the explicit Euler’s method with a fixed step

sizeh to (33) the n-th point of each solution is given by:

Yn = (1+hλ)ny0 (35)

For the explicit Euler scheme the numerical solution given
by (35) is bounded if and only if|1+ hλ| < 1, i.e. forhλ in
the unit ball around -1. A similar analysis can be carried out
for the other methods and also results in restrictions of the
admissible step size.

This analysis explains the sharp bend in figures 9(b)-9(d).
Only when the step size drops below a certain limit dic-
tated byλ (by h < λ−1 in case of the forward Euler method)
the numerical solutions can converge. If the damping is in-
creased, i.e. Reλ → −∞, then for the explicit Euler neces-
sarilyh→ 0 for the solution to be stable. This means the step
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size is artificially limited and it cannot be increased beyond
the stability limit in order to save work sacrificing some - but
not all - accuracy.

3.1.3. The implicit Euler method

To construct a method that better suits our needs we go back
to (20) and substitute the differential quotient by abackward
difference quotient fory(t +h)

y(t +h)−y(t)
h

≈ y′(t +h) = f (t +h,y(t +h)). (36)

This time this results in the integration formula

Yn+1 = Yn +h f(t +h,Yn+1), (37)

the so called backward or implicit Euler method. As its ex-
plicit variant this method can be shown to have order 1. Now
the numerical solution only is given implicitly as the solution
of the possibly nonlinear equation

Yn+1−h f(t +h,Yn+1)−Yn = 0. (38)

If we apply this method to the Dahlquist equation we get the
recurrence formula

Yn = (1−hλ)−ny0. (39)

The numerical solutionYn remains bounded for|(1 −
hλ)−1| < 1. If we assumeλ < 0, this holds for arbitrary
h > 0. Thus there is no restriction on stepsize, the method is
unconditionally stable. Figure 11 shows the work-precision
diagrams for the implicit Euler method and our examples.
We observe that we never loose stability and we especially
do not miss the solution by several orders of magnitude com-
pared to the explicit methods, although we loose some accu-
racy when the timesteps become large.

As a practical tool for graphically visualizing the stability
properties of a method we define thestability regionS to
be the set of parameters, for which the integration method
yields a bounded solution:

S := {z := hλ ∈ C : the numerical integration

of equation (33) with step sizeh and

parameterλ is stable}. (40)

Methods that contain the complete left half-plane inS are
called A-stable or unconditionally stable. They are well
suited for the stable integration of stiff equations. Obvi-
ously, the implicit Euler scheme is A–stable, whereas its ex-
plicit counterpart is not. The stability regions of all presented
methods are shown in figure 10.

After reviewing the process that led us to the definition of
the stability region, we can outline a more general idea that
will allow us to determine easily the stability of more com-
plex methods. The idea for analysing both Euler methods
applied to (33) was to find a closed expression describing
thestability functionR. This function maps the initial value

y0 to the valueY1, performing a single step of the method

R : y0 7→Y1. (41)

ThusYn = R(hλ)ny0. For the explicit Euler method we found
in (35)

R(z) = 1+z, (42)

for the implicit version in (39)

R(z) =
1

1−z
. (43)

The definition for the stability region now reads

S = {z∈ C : |R(z)| < 1}. (44)

3.1.4. Methods of higher order

To find a higher order method, we go back to equation (28)
and do not replace they(t +h/2) but take the formula as an
implicit definition of y(t + h). We get theimplicit midpoint
rule

Y1 = Y0 +h f
(Y1 +Y0

2

)

. (45)

Further on we use a simplified notation for advancing one
step, writingY0 andY1 instead ofYn andYn+1.

Alternatively the midpoint rule can be derived as acollo-
cation methodwith s= 1 internal nodes, i.e. by constructing
a polynomial interpolating the particle trajectories at a given,
fixed set ofs nodes[22]. This idea allows for the construc-
tion of implicit Runge-Kutta methods with arbitrary order.
In contrast to explicit methods the matrix(ai j ) ceases to be
strictly lower triangular. These methods are computationally
more expensive, so we just stick to the midpoint rule. Its sta-
bility function is given by

R =
1+z/2
1−z/2

. (46)

As R ≤ 1 for any Rez< 0 the implicit midpoint rule isA-
stable.

As another possible choice we now introducemultistep
methods. They are computationally inexpensive because
they have no inner stages and some of them are A-stable.
A multistep method withk steps is of the general form

k

∑
j=0

α jYk− j+1 = h
k

∑
j=0

β j fk− j+1, (47)

with fn+ j := f (tn+ j ,Yn+ j ). Here we also have ‘history
points’ with negative indices. The coefficientαk is required
to be nonzero; for variable time step sizes the coefficients
depend on the last stepsizes, which we have omitted here for
the ease of demonstration. Important special cases are the
class ofAdams methodswhereα0 = · · · = αk−2 = 0:

Y1 = Y0 +h
k

∑
j=0

β j fk− j+1 (48)
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Figure 10: Stability regions (shaded) of the methods.

and the class ofBDF–methods(backwarddifferentiation
formulas) withβ0 = · · · = βk−1 = 0:

k

∑
j=0

α jYk− j+1 = hβk f1. (49)

If the formula involves the right-hand sidef1 at the new ap-
proximation pointY1 the method is said to be implicit. BDF-
methods are always implicit. The coefficients can again be
constructed by a collocation approach. The stability regions
of implicit and explicit Adams methods are bounded and lo-
cated around the origin, thus they are not interesting for large
time steps.
BDF-methods were the first to be developed to deal with stiff
equations and possess an unbounded stability region cover-
ing a sector within the negative complex half-plane. There-
fore they are widely used today. Fork+1 points, these meth-
ods possess orderk+1 and only one nonlinear system has to
be solved, whereass coupled systems have to be solved for
ans-stage implicit Runge-Kutta method.

The BDF-method fork = 1 is just the implicit Euler
method, for k=2 the method is given as

Y1 =
4
3

Y0−
1
3

Y−1 +
2
3

h f(t +h,Y1) (50)

The stability region of BDF(2) and the other implicit meth-
ods are shown in figure 10.

3.1.5. The Verlet method

As a last method we will discuss a scheme commonly re-
ferred to as leapfrog or Stoermer-Verlet method. It is espe-
cially efficient if (18) is given as the second order system

x′′(t) = fv
(

t,x(t)
)

, (51)

i.e. fv
(

t,x(t),x′(t)
)

= fv
(

t,x(t)
)

. It is not applicable to gen-
eral first order systems of the form (20).

To derive it, we use centered differences at a staggered
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Figure 12: Staggered grids for the Verlet method.

grid (figure 12) i.e. we now approximatev at t +(2i +1)h/2
andx at t + ih by centered differences

vn+1/2−vn−1/2

h
= f (xn) (52)

xn+1−xn

h
= vn+1/2 (53)

thus

vn+1/2 = vn−1/2 +h f(xn) (54)

xn+1 = xn +hvn+1/2. (55)

The method possesses order 2 as one can see by substituting
(54) into (55) resulting in the second order centered differ-
ence

xn+1−2xn +xn−1

h
= f (xn). (56)

From this equation an alternative formulation of the Verlet
scheme as a multistep method can be derived

vn−vn−1 = h f(xn) (57)

xn+1−xn = hvn, (58)

which omits the half steps and staggered grids from above.
Now for second order equations which do not possess the
form of (51) one may replacef (xn) by f (xn,vn−1) at the
expense of some stability. Correctly the replacement had to
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(b) Example 1b:y′ = −15y
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(c) Example 2:y′′ = −5y′−5y
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(d) Example 3

Figure 11: Work precision diagrams for the implicit Euler, implicit midpoint, BDF(2) and Verlet (whenever possible) methods.
The results for Euler are for comparison and the same as in figure 9.

be with f (xn,vn) but this would result in a implicit method.
Now we can apply the method to examples 2 and 3.

Figure 11 shows the work precision diagrams for the im-
plicit methods. Even for large time steps these methods give
approximations to the exact solution. After a somewhat un-
even convergence phase all the explicit methods converge
smoothly for decreasing time step to the exact solution with
a slope given by their order.

Up to now we have omitted a discussion of the stability
properties of the leapfrog method. From the examples it can
be observed that the method cannot be unconditionally sta-
ble. Indeed some more delicate computations show that the

method only delivers a bounded solution for arbitraryh > 0
for purely oscillatoric equations, i.e. for second order ordi-
nary differential equations of the form (51) (with no damp-
ing term) and a contractive right hand side. Nevertheless the
method remains well behaved in the presence of low damp-
ing. In figure 13 we applied the Verlet method to the un-
damped wave equationy′′ = 5y and it is clearly one of the
best choices over a wide range of accuracy requirements.

3.1.6. Selecting an efficient method

Which method is best for a certain application? This ques-
tion is nearly impossible to answer a priori. The only choice
is to try a set of methods and to evaluate which one performs
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Figure 13: Work precision diagram for the explicit/implicit
Euler, implicit midpoint, BDF(2) and Verlet methods for the
wave equation y′′ = −5y without damping.

best. Choosing the methods to try, though can be done based
on theoretical considerations and observations of the prob-
lem at hand. A possible strategy is shown in figure 14.

The same statement holds for predicting the efficiency of a
method. Generally, implicit methods require more work per
step. On the other hand one may be able to use time steps that
are several magnitudes larger than the ones explicit methods
would allow. Although accuracy will suffer, the integration
won’t be unstable. If evaluations of the right hand side func-
tion are cheap, a step with RK(4) is faster than an implicit
step with BDF(4). On the other hand if it is cheap to com-
pute a good sparse approximation to the jacobian, it may be

more efficient to solve the linear system with a few cg itera-
tions than to perform 4 full function evaluations.

3.2. Solving nonlinear systems

All implicit methods, unless they use a linear force formu-
lation as the one described in section 2.2.6, require the so-
lution of a nonlinear system. The implicit Euler method for
example reduces our integration problem to the solution of
the nonlinear system

Y1−h f(Y1)−Y0 = 0. (59)

The other methods yield a system of similar form, namely

Y1−h f(
1

2
(Y1 +Y0))−Y0 = 0 (60)

Y1−
2

3
f (Y1)+

(

− 4

3
Y0 +

1

3
Y−1

)

= 0 (61)

for the midpoint and BDF(2) rule, respectively. This is a non-
linear system of dimension 6N. This system must be solved
with Newton’s method to allow for arbitrary step sizes inde-
pendent ofλ.

3.2.1. Newton’s method

For the nonlinear systemG(Y) = 0 we compute a numerical
solution by the following algorithm:

Algorithm 1: Newton’s Method

(1) for k = 1,2, . . . until convergence do
(2) Compute G(Y(k)).

(3) Compute J(k) = ∂
∂Y G(Y(k)).

(4) Solve J(k)s(k) = −G(Y(k)).
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(5) Y(k+1) := Y(k) +s(k)

end

Applying Newton’s method reduces the problem to the
successive solution of linear systems. In a classical Newton
method this is achieved by Gaussian elimination. This intro-
duces a lot of non-zero elements into the factors. Although
reordering techniques alleviate the effects, this approach is
currently too expensive for fast cloth animations.
A lot of authors[2, 39] use iterative methods to solve the
linear system. We will also use the conjugate gradient (cg)
method here to solve the linear systems in each Newton
step. However, this changes the convergence behaviour of
the outer Newton method, which is referred to as an inexact
Newton method[35], given by algorithm 2.

Algorithm 2: Inexact Newton Method

(1) for k = 1,2, . . . until convergence do
(2) Compute G(Y(k)).

(3) Compute J(k) = ∂
∂y(Y(k)).

(4) Find s(k) with J(k)s(k) = −G(Y(k)))+ r (k),
such that ‖r (k)‖ ≤ ηk‖G(Y(k))‖.

(5) Y(k+1) := Y(k) +s(k)

end

3.2.2. Residual control

The error of the iterative solution of the linear system is for-
mulated in terms of the residual, which is easily computa-
tionally accessible, whereas the actual error cannot be com-
puted. The tolerance of the linear iteration is decreased pro-
portionally to the monotonically decreasing residual of the
nonlinear iteration.
An analysis of this method[35] shows that it converges un-
der rather weak additional assumptions. If the classical New-
ton method converges and the scalar tolerancesη(k) are uni-
formly bounded by anη < 1, the inexact method converges.
In literature theη(k) are referred to asforcing terms. Note
that this additional assumption is also necessary: Forη = 1,
s(k) = 0 would be admissible and the iteration would stag-
nate.
The inexact method then at least converges linearly, whereas
Newton converges superlinearly. By choosing theηk to con-
verge to zero sufficiently fast[35], the convergence of the in-
exact Newton method can be forced to have an order> 1.
In a neighbourhood of the solution the convergence usu-
ally speeds up. By extrapolating the solution of the previous
time step we obtain a good initial value for the new solution
and the method converges quickly using the constant bound
η = 0.02 without imposing a too strict tolerance on the linear
solver.

3.2.3. Inexact simplified Newton methods

The efficiency of the Newton method can be further im-
proved by another approximation. In the simplified version
of Newton’s method the JacobianJ(k) is approximated byJ(0).
Such a scheme can be rewritten in the form of an inexact
Newton method, if the linear system is written as follows
andJ is chosen as approximation toJ(k)

Js(k) = −G(Y(k))+(J−J(k))s(k) + r (k)

=: −G(Y(k))+ r̃ (k) (62)

The residualr (k) is replaced by the larger ˜r (k), which can
be bounded ifJ ≈ J(k). By choosingη̃(k) appropriately, the
method still converges. In fact, we trade some accuracy ap-
proximatingJ(k) against accuracy in solving the linear sys-
tem and up to a certain limit the method still behaves as be-
fore.

This degree of freedom can be further exploited by even
not computingJ(0) but a sparser approximation of it. In [24],
cloth is modelled using the continuity based approach from
section 2.2.5, and the choice of the approximated Jacobian
is motivated by observing that the dominating stiffness is
induced into the system by linear spring forces from (13).
These are split into a linear and a nonlinear part.
Then, the right-hand side of the system is approximated by
the linear expression

Flin(x,v) = ∑
j|(i, j)∈E

[

ki j

l2i j
(xi −x j ) +

di j

l2i j
(vi −v j )

]

(63)

Writing this equation in matrix notation

Flin(x,v) = Kx+Dv, (64)

the full Jacobian of the system is approximated by the Jaco-
bian ofFlin(x,v). Then, (62) is applied with

J = I −hγ
(

0 0
K D

)

, (65)

whereh is the time step andγ depends on the integration
method used. This system of dimension 6N can be reduced
to a system of dimension 3N by exploiting the linear relation
between position and velocity [23].
This choice of the Jacobian has two major advantages over
the full Jacobian. First,J is inexpensive to compute and only
changes when either the material constants or the step size
changes. Second, we reduce the entries in the Jacobian to
approximately a third of the entries in the sparsity pattern
of the full Jacobian. Hence an iteration of the linear solver
only requires a third of the original time. Obviously this is
a major speed-up for the solver. The resulting algorithm is
surprisingly simple.

Algorithm 3: Inexact Simplified Newton’s Method

(1) Compute J ≈ ∂
∂Y G(Y(0)).

(2) for k = 1,2, . . . until convergence do
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(3) Compute G(Y(k)).
(4) Find s(k) with Js(k) = −G(Y(k)))+ r (k),

such that ‖r (k)‖ ≤ η̃k‖G(Y(k))‖.
(5) Update Y(k+1) := Y(k) +s(k)

end

3.2.4. Adaptive time stepping

Newton’s method can also be used to control the step size of
the ODE solver. If the convergence of Newton’s method is
poor, the time steph is reduced such that the solution of the
previous time step is a better start value for the current time
step and achieves a faster convergence.

3.3. Comparison of methods

We are now able to describe many of the current approaches
for cloth simulation in a unifying way.

Explicit integration methods, mostly together with a ge-
ometric post-correction step as described in section 2.1.1,
have been used for instance by Provot [34], Volino [42], and
Fuhrmann [18].

Baraff and Witkin [2] formulate nonlinear constraints and
use their linear approximation for the construction of an im-
plicit solution method commonly referred to as linear im-
plicit Euler. This way the system to be solved also becomes
linear and can be solved efficiently by a conjugate gradient
method (see also [1]). This method corresponds to the so-
lution of a nonlinear system with only one Newton itera-
tion. Because the nonlinear part is not integrated, with high
stiffness one may encounter problems which were addressed
in [13, 24].

Following [2], implicit integration has been employed
with varying physical models for instance in [39, 6, 5, 17].
Desbrun et al. [11, 32] also use a linear implicit method
combined with Provots model [34] (section 2.1.1). But in-
stead of linearizing the whole system, they split it in a linear
and nonlinear part and use a precomputed inverse ofA for
solving the linear part of the equations. They don’t aim at
solving the equation completely, as they don’t integrate the
nonlinear term explicitly. Instead the angular momentum is
corrected to account for the nonlinear part. With this algo-
rithm one can neither change the stepsizeh nor deal with an
Jacobian depending ont. Debunne et al. [10] use a simplified
version of a linear implicit Euler method. To solve the differ-
ential equation arising from their geometric nonlinear Green
model, they apply an implicit Euler method using a single
Newton iteration. The Jacobian is approximated by the 3x3
block-diagonal of the linear Cauchy tensor, allowing a very
fast inversion and application.

4. Conclusions

We described physical models for cloth ranging from mass-
spring and particle systems to finite element models. More-

over, we discussed and compared several explicit and im-
plicit time integration methods. All these techniques form
the basis of current physically based cloth simulation en-
gines, and are suitable to be combined with hybrid ap-
proaches for real-time animation of clothing such as [8, 9].
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Abstract 
Deformable objects cover a large range of applications in computer graphics and simulation, ranking from modeling 
techniques of curved shapes to mechanical simulation of cloth or soft volumes. Efficient collision detection is used in all these 
applications for ensuring consistent design and simulation. 
 

 

1. Collision Detection Strategies 

Unlike rigid bodies, deformable objects have evolving 
shapes. In most cases, this implies that their surface are 
curved. Adequate modeling techniques are needed to 
describe these objects. Among the most popular, polygonal 
meshes and implicit surfaces (for example metaballs) are 
used. Whereas surfaces are usually described as polygonal 
meshes (usually flat polygons such as triangles or 
quadrangles, but possibly also curved patches such as 
Bezier patches or subdivision surfaces), volumes are most 
of the time also described by their bounding surfaces. 
Collision detection is usually performed on these surfaces. 

The usual complexity of collision detection processes result 
from the large number of primitives that describe these 
surfaces. Most of collision detection applications need to 
compute which polygons of large meshes do actually 
collide. In most of the cases also, these meshes are animated 
(through user interaction or simulation processes) and 
collision detection has to be involved at each steps of these 
animations for ensuring immediate and continuous feedback 
to the animation control. 

This creates a particular context that collision detection has 
to take advantage for optimal performance. 

1.1. Hierarchy Structure 

Most of efficient collision detection algorithms take 
advantage of a hierarchical decomposition of the complex 
scheme. This allows to avoid the quadratic time of testing 
extensively collisions between all possible couples of 
primitives. 

There are two major ways of constructing such hierarchies: 

* Space subdivision schemes, where the space is divided in 
a hierarchical structure. These are typically octree 
methods. Using such structure, a reduced number 
geographical neighbors of a given primitive are found in 
log(n) time (the depth of a hierarchy separating 
geographically n primitives) and tested for collisions 
against it. 

   
 

Figure: Space subdivision methods, flat (left) or 
hierarchical (right) rely on a partition of space into regions 

containing primitives. 

* Object subdivision schemes, where the primitives of the 
object are grouped in a hierarchical structure. These are 
typically methods based on bounding volume hierarchies. 
Using such structure, large bunches of primitives may be 
discarded in log(n) time (the depth of a well-constructed 
hierarchy tree of n primitives) through simple techniques 
such as bounding-volume evaluations. 

 
 

Figure: Object subdivision methods rely on a subdivision of 
the scene into groups of primitives. 

Other methods, such as voxel methods, projection methods 
or render overlap methods, usually belong to non-
hierarchical space subdivision schemes. 

Any of these methods may be used in the context of 
deformable objects. However, maximum efficiency is 
obtained by taking advantage of all invariants that could 
reduce the amount of time spent in computation. In the 
context of deformable surfaces which use extensively 
discretized surface animations (polygonal meshes or 
patches animated through motion of their control points), 
the major invariant to take advantage of is the local 
invariance of the mesh topology. 

Unlike polygon soups, where the primitives are totally 
independent one from another, the primitives of a polygonal 
mesh maintain a constant adjacency structure which 
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defines, in a local state, some constant geographic 
properties between these primitives. Hence, adjacent 
elements of a polygonal mesh have similar positions 
whatever the motion of the surface, during all the 
animation. 

  
 

Figure: A polygon soup, and a polygonal mesh which 
maintains local position constancy. 

Considering that the topology of the mesh defines a 
constant native geographical neighborhood of the primitives 
of the mesh (which are usually non-colliding primitives), a 
good idea is to define the collision detection hierarchy 
based on this criteria. On the other hand, any topologically 
unrelated primitives ("far away" from each other on the 
mesh topology) which come to be geographically close to 
each other are very likely to be colliding. 

This is why object-based hierarchies are very likely to be 
the best paradigm for defining an efficient collision 
detection algorithm for animated meshes. Compared to 
space subdivision methods, the main benefits are the 
following: 

* In most cases, they can work on a constant hierarchy 
structure, which does not need to be updated along the 
animation. 

* The topology of the hierarchy reflects the adjacency of the 
surface regions described in it. Adjacency information 
may thus be used in various optimizations, such as the 
approach for optimizing self-collision detection, as 
discussed later. 

2. Bounding Volume Hierarchies 

Hierarchical collision detection heavily relies on bounding 
volumes. Performance depends on: 

* How tight they enclose the object part corresponding to 
their hierarchy level, for avoiding at best false positives 
in the collision detection tests. 

* How efficiently they can be computed from a primitive. 

* How efficiently they can be combined, for propagation up 
in the hierarchy. 

* How efficiently they can be updated if the object is 
animated. 

* How efficiently a collision test can be performed between 
two volumes. 

The adequate bounding volume is chosen so as to offer the 
best compromise between these factors, and this is quite 
dependent on the simulation context (kind and number of 
object primitives, kind of animation...). 

Among popular choices,  

* Bounding spheres or ellipsoids. 

* Bounding boxes or Discrete Orientation Polytopes. 

2.1. Choosing the Suitable Bounding Volume Scheme 

The major choice is to be set between three types of 
bounding volumes: 

* Axis-independent volumes, such as spheres. 

* Axis-aligned volumes which are defined in absolute world 
coordinates. 

* Object-oriented volumes which are defined in local object 
coordinates. 

This choice is particularly important when working with 
animated objects. In that context, the most important issue 
is to reduce the time taken for updating the bounding 
volume hierarchy for each step of the animation. 

2.1.1. Object-Oriented Volumes 
The first idea is to attempt to skip this recomputation 
whenever possible. This is possible when working with 
rigid objects, which only have rigid motion in the scene 
(translation and rotation). In this case, rather than defining 
the volumes in world coordinates, attaching them to object 
coordinates removes the need of updating them. 

Another motivation for using axis-oriented volume is the 
optimization of the bounding tightness. Hence, is the object 
is flat or elongated, there are large benefits in using an 
adequately aligned volume that fits the shape tightly. 

The difficulty is however moved to another place in the 
collision detection process: Combining and comparing 
bounding volumes defined in different coordinate systems. 
While the combination process is usually performed once 
for all in the hierarchy describing rigid objects, testing for 
collisions between bounding volumes require coordinate 
transformation computations that may take significant 
computation resources. Some schemes also expand the 
volumes in order to compensate the change of axis rotation, 
at the expense of bounding tightness. This difficulty can 
also be avoided by using axis-independent volumes 
(spheres), but these are very inefficient in bounding 
tightness (specially for flat or elongated objects). 

2.1.2. Axis-Aligned Volumes 
The other idea is to make perform extensively the 
recomputation of the bounding volume hierarchy at each 
position change, with operations on bounding volumes 
made as simple and efficient as possible. This is actually the 
best approach for deformable objects, as there is no way to 
efficiently exploit shape invariance. 

The most popular choice for this are axis-aligned bounding 
boxes. They are essentially defined by the minimum and 
maximum coordinates of the enclosed objects, which can be 
computed very easily. Combining bounding boxes is also 
trivial, and collision test between two boxes is simply 
evaluated by testing min-max overlap along all coordinates. 

36



 
 

Figure: A bounding box and a bounding sphere. 

One of the biggest issues with axis-aligned bounding boxes 
is that they do not always offer good bounding tightness, 
particularly when objects are flat or elongated along a 
diagonal direction. Of course, reverting to their object-
oriented variant would void the benefits of fast collision 
tests. The other solution is to use a generalization of 
bounding boxes along more directions than the native axes 
alone. 

2.2. Beyond Bounding Boxes: Discrete Orientation 
Polytopes 

Bounding boxes are based on min-max interval 
computations on the directions defined by the natural world 
coordinate axes. While this is sufficient for defining 
bounding volumes, why not adding more directions? It's 
like "cutting away" a bounding volume along particular 
directions so as to obtain tighter bounding volumes. 

  
 

Figure: Discrete Orientation Polytopes are generalizations 
of bounding boxes along arbitrary directions. 

 

Mathematically, given a set of directions Di, a Discrete 
Orientation Polytope (DOP) a set of vertices Vk is defined 
by two vectors Mi and Ni such as: 

Mi = mink(Di . Vk)    and    Ni = maxk(Di . Vk) 

The union of two DOPs is computed as follows: 

Mi = min(Mi1 , Mi2)    and    Ni = max(Ni1 , Ni2) 

Two DOPs do not intersect if the following condition is met 
for at least one value of i: 

Mi1 > Ni2    or    Mi2 > Ni1 

The adequate set of directions to be considered should 
describe a sampling of the direction space as uniform as 
possible. Of course, this sampling is point-symmetric, since 
a direction vector also represents its opposite direction. 

In 3D, the easiest approach is to construct a set of directions 
starting from the cube (standard bounding box, which is a 
DOP of 6 directions): 

D0=(1,0,0)   D1=(0,1,0)   D3=(0,0,1) 

... and add the cube diagonals (directions to its vertices): 

D4=(√3,√3,√3)   D5=(√3,-√3,-√3)   D6=(-√3,√3,-√3)   
D7=(-√3,-√3,√3) 

... for obtaining a DOP describing 14 directions. 12 
additional directions can be added by using the square 
diagonals (directions to its edge centers): 

D8=(0,√2,√2)      D9=(0,√2,-√2)       D8=(√2,0,√2)      
D9=(-√2,0,√2)      D10=(√2,√2,0)     D11=(√2,-√2,0) 

Note that for this set, it is not actually necessary to 
normalize the direction vectors, relieving the necessity of 
performing multiplications for computing a DOP enclosing 
a set of vertices. However, normalized direction vectors 
offer good evaluation of the size of the DOP through the 
min-max interval width in each direction, as well as a 
simple expansion scheme for distance-based collision 
detection. 

 
 

Figure: The 26 direction set defined by a cube. 

When more directions are needed, it is also possible to 
construct a set from a dodecahedron (12 directions), adding 
to it directions to its vertices (20 additional directions) and 
to its edge centers (30 additional directions). The benefit of 
this set is a better distribution of directions. However, 
multiplications cannot be avoided for computing the DOP 
of a set of vertices. 

Ultimately, with a huge number of directions, DOP tend to 
get the shape of the convex hull of the enclosed objects. 
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The choice to be made is actually to find the optimal 
number of directions defining the DOP. In one hand, the 
more directions, the tighter the DOP fits to the convex hull 
of the object (or to the object itself if it is convex). In the 
other hand, the more directions, the more computation is 
needed for computing the DOPs and evaluating their 
intersections. The best choice is actually dependent on the 
shape of the objects (flat or elongated objects will get more 
benefits from tight DOPs than round or concave ones), and 
also the extra cost of performing explicit collision detection 
on object marked as colliding by rough quickly-evaluated 
DOPs (for instance, it takes much more time evaluating 
collisions between curved patches than flat polygons). The 
only way of finding the best compromise is to carry out 
experimental benchmarks on various examples typical of 
the wanted simulation context. 

3. Collision Detection on Polygonal Meshes 

Polygonal meshes are the most popular way of describing 
deformable objects. They may either represent the surface 
object itself (for example, cloth), or the boundary of a 
volume object. Collision detection is usually carried out by 
finding which of the polygons of the meshes are actually 
colliding. 

 
 

Figure: Objects animated and simulated as polygonal 
meshes. 

Given the considerations discussed above, the typical best 
choices for detecting collisions on animated polygonal 
meshes are the follows: 

* Use of a hierarchical bounding volume scheme 
constructed on the objects. 

* Use of efficient axis-aligned bounding volumes, such as 
DOPs. 

Choosing a constant hierarchy built on the mesh seems to 
be quite a good assumption, as for typical objects, the 
distance on the mesh is quite a good evaluation of the native 
distance that should separate features of the mesh, and 
bounding volumes enclosing a small region of the mesh are 
likely to remain small for any usual deformation. 

 
 

Figure: Moving polygonal meshes describing the cloth 
surface. 

1.2. Building Mesh Hierarchies 

The performance of the collision detection algorithm is 
highly dependent on how well-constructed the hierarchy 
tree is. 

The tree should be well conditioned, meaning: 

* Each node should have at maximum O(1) children. 

* The tree should be balanced, so the tree should have 
O(log n) maximum depth. 

Another essential quality of the tree is to offer minimal 
bounding volumes for each tree node. This means that the 
surface elements represented by a tree node should have 
maximum vinicity. Thus, it is important to build the 
hierarchy consistently to the topology of the mesh, which is 
a good evaluation on the relative positioning of the mesh 
elements. 

One efficient solution is to build the hierarchy tree using an 
ascending process. First the leaf nodes of the tree are 
constructed, corresponding to all the individual polygons of 
the surface. Then, an upper layer of the hierarchy is built by 
grouping two or three nodes in a common parent node. The 
tree is built level by level until only one element remains, 
which is the root node of the tree. 

The grouping can be performed by a region-merging 
algorithm. Initially, each surface polygon is assigned a 
unique region ID, which identifies a group of polygons. 
During the grouping process, candidate edges that separate 
two different groups (two polygons having different ID) are 
considered. One of these edges is then selected, and all the 
polygons of one group (usually the smallest) are assigned 
the ID of the polygons of the other group. This algorithm 
generates groups of connected regions, within each of 
which all the polygons are connected by at least one edge. 
A counter should also be included in each group, to keep 
track of the number of subgroups that have been merged in 
the group. It can be used to limit the number children a 
group has. This algorithm is in fact very close to automatic 
labyrinth-generation algorithms which are based on the 
same region-merging scheme. 

It is important to determine efficiently which nodes to 
group in order to create the parent node. First, only adjacent 
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surface regions should be connected. Secondly, the regions 
generated should be as “well shaped” as possible, i.e. closer 
to a disk than a elongated or sprawling branched structure. 
The resulting bounding boxes will therefore be as compact 
as possible, whatever the result of any reasonable 3D 
deformation of the surface. 

A good way to characterize “well-shaped” polygons is to 
compare its contour length to its surface area. The algorithm 
can construct groups by maximizing the “shape factor” 
sqrt(SurfaceArea) / ContourLength. At a given hierarchy 
level, this ratio is computed for any group that can be 
generated by the removal of an edge. The potential groups 
are then sorted by this criteria, and new groups are then 
constructed wherever possible, according to this sorting. 
Between two hierarchy levels, the algorithm first tries to 
merge groups into pairs, and then merges the remaining 
groups into these new groups. 

 
 

Figure: Building a mesh hierarchy 

Though this proposed grouping process does not necessarily 
yield hierarchy regions that globally optimize the shape 
factors, the results obtained are however quite acceptable 
for our application. More precisely, the self-collision 
detection algorithm remains efficient as long as the 
bounding volumes of non-adjacent hierarchy groups (that 
do not share at least a common vertex) do not intersect. 
Using the proposed algorithm, this feature is verified almost 
everywhere in usual polygonal meshes. 

This algorithm should be implemented to build a hierarchy 
on any polygonal mesh that will be involved in collision 
detection. This computation should only be performed as 
preprocessing, and does not have to be performed for each 
collision detection when the surfaces have moved. 

 
Figure: Hierarchisation of a 50 000 triangle mesh: Levels 

5 to 7. 

 

 
 

Figure: Hierarchisation of a 50 000 triangle mesh: Levels 
8 to 10. 

3. Self-Collision Detection 

There are very few algorithmic differences between self-
collision detection within one object and collision detection 
between two separate objects.  Ultimately, a hierarchical 
algorithm will end up splitting a single object into separate 
pieces, and perform usual collision detection between these 
pieces. 

There is actually a major performance issue related to self-
collision detection, related to adjacent elements actually 
seen as "colliding" by usual bounding-volume tests. 

3.1. Why Self-Collision Detection is so Inefficient 

Self-collision detection pertains to collisions between 
elements of the same surface. Of course, neighboring 
elements of the same surface are naturally in contact to each 
other. Any collision detection algorithm is designed to 
detect geometric contact between elements, and thus will be 
misled by these adjacent elements, and will consider them 
as colliding elements. 

The number of adjacencies is usually proportional to the 
total number of elements in one surface. In a triangular 
mesh, the adjacency number is roughly 1.5 times the total 
number of triangles for common-edge adjacencies and 6 
times the total number of triangles for common-vertex 
adjacencies. 

The time spent detecting collisions is proportional to the 
number of colliding elements multiplied by the logarithm of 
the total number of elements. Typically, the number of self-
colliding elements is very small compared to the total 
number of elements and often null if no collisions occur. 
Thus, “detecting” all the adjacencies as if they were 
collisions is a great waste of time, particularly in situations 
with very few collisions. 

For efficiency, an algorithm should be designed to ignore 
all collisions that in fact are only element adjacencies. 

3.2. Optimizing Self-Collision Detection with Curvature 
Evaluation 

The curvature criteria is expressed as follows: 
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A flat surface cannot have self-collisions. On the other 
hand, if a surface has self-collisions, it must be bent enough 
to form a loop. 

Is there a way to formalize this intuition? Curvature appears 
to be the key for achieving efficiency in self-collision 
detection. 

When there are self-collisions on a surface, at any 
geometrical intersection point, the surface appears twice. 
For obtaining such configuration, the surface has to be bent 
enough to form a loop. 

  
 

Figure: Self-collisions only occur if the surface is bent 
enough for creating a loop. 

This condition cannot be met if there exists a direction for 
which the orthogonal projection of the surface does not 
exhibit folds. If the surface is continuous, this means that all 
the normals of the surface have a dot product of constant 
sign with that direction vector. 

We also have to consider self-collisions that may occur 
because of the shape of the surface boundary. This may also 
exhibit loops even if the surface is almost flat, when the 
surface contour itself exhibits a loop causing self-
intersection. An additional test has therefore to be done on 
the surface contour. Having found a projection direction for 
the surface curvature, a sufficient criteria for non-
intersection is that the projection of the surface contour 
along this direction should not self-intersect. 

Thus, a surface does not have self-collisions if the following 
criteria are met: 
* Let S be a continuous surface in Euclidean space, 

delimited by one contour C. 
if 
- There exists a vector V for which N.V > 0 at (almost) 

every point of S (N being the normal vector of the 
surface at the considered point) 

and 
- The projection of C on a plane orthogonal to V along 

the direction of V has no self-intersections 
then 
- There are no self-collisions on the surface S. 

S

C

V

 
 

Figure: The curvature criteria. 

Such criteria allow us to efficiently discard, from the 
detection process, “almost flat” surface regions that will not 
exhibit internal self-collisions. The union of two adjacent 
surface regions may also be “almost flat” so we need not 
detect collisions between these two regions. In particular, 
adjacent elements need not be checked for collisions. 
Implemented efficiently, this criterion will allow us to deal 
with the major cause of inefficiency of self-collision 
detection. 

It is now important to adapt the hierarchical collision 
detection scheme to include this criteria. As discussed, the 
general hierarchical collision detection algorithm works 
with bounding boxes. There are two main processes: 

* For detecting collisions within a surface region, collisions 
are detected within and between all the children of its 
corresponding hierarchy tree node. 

* For detecting collisions between two surface regions, 
collisions are detected between the respective children 
nodes. 

Collisions between two nodes may be efficiently detected 
using a bounding-box evaluation: if the bounding boxes do 
not intersect, there are no intersections. However, in the 
standard hierarchical algorithm, there are no bounding box 
techniques for self-collision detection within one node. 
Replacing the bounding box test by a curvature test can 
overcome this limitation. 

For the self-collision stage, how to integrate curvature 
considerations is clear: Collisions should be detected within 
one node only if the corresponding surface does not match 
the curvature criteria. 

When detecting collisions between two nodes, we should 
consider two cases: Dealing with two adjacent surfaces, 
collisions should be detected between the nodes only if the 
corresponding surface union does not verify the curvature 
criteria (obviously, the bounding boxes will always 
intersect, so the curvature criteria acts as a good 
replacement test). Dealing with non adjacent surfaces, the 
standard bounding box criteria should be used. 
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Figure: Using curvature or bounding volumes: The 
different cases. 

Thus, the curvature criteria is incorporated into the 
hierarchical algorithm by replacing the bounding volume 
test by a curvature test within surface regions or between 
adjacent surface regions. 

Given a curved surface, we need to determine the existence 
of, and find, a compatible direction vector that has positive 
dot product with all normal vectors of the surface. In our 
discrete model of the surface, that means that this vector 
should have positive dot product with the normals of all the 
surface polygons. 

Similar to what was done for the bounding boxes, “direction 
boxes” that contain the allowable directions will be 
propagated up to the hierarchical parents. 

Assimilating the direction space to a sphere, the allowable 
direction box of a flat mesh polygon is a half sphere. When 
we consider two polygons, the globally allowable direction 
is the common part of the corresponding two sphere halves. 
This gives us the mechanism that should be propagated 
upwards in the tree hierarchy. The resulting direction box at 
the root of the tree may be empty, and in this case no 
suitable direction can be found for the whole surface. If not 
empty, any vector within the direction box is suitable. 

Unlike volumes boxes that can be represented efficiently 
using space coordinates, there is no easy way to describe 
our direction boxes exactly. One solution is to use 
"direction cones" defined by a direction and an aperture 
angle. The bounding tightness is however very limited and 
combining two cones is not an efficient operation. 

That difficulty can also be addressed by building a discrete 
set of direction vectors that will represent our direction 
space. The same set of sample directions can be used as the 
ones used for defining the DOPs used as bounding volumes: 
Using the 26 directions toward the face centers, vertices and 
edge centers of a cube, the angle accuracy is around 25°. 
The more directions used, the more accurate are the 
direction evaluations, at the expanse of computation time. 

During the update process of the bounding volumes in the 
hierarchy tree, the direction boxes are updated as well. For 
each polygon of the mesh is computed the set of direction 
from the sample set that have positive positive dot product 
with the normal of the polygon. The result is stored in an 
array of boolean. Propagation up in the tree is done by 
combining these arrays with element-wise boolean AND 
operations. Then for any collision test, the low curvature 
criteria is met if TRUE elements remains in the array, and 
the corresponding directions are the directions that meet the 
dot product requirements for all the corresponding surface 
region. 

 
 

Figure: Combining curvature boxes and bounding volumes 
during the detection process. 

Another major problem is the adjacency test: Given two 
arbitrary nodes in the hierarchy, are the corresponding 
surfaces adjacent? (Do they have at least one common 
vertex?) 

This represents the major difficulty of our algorithm. This 
adjacency should be detected efficiently (the computation 
complexity should be O(log n)), and the extra storage in the 
tree data structure should be reasonable (the extra 
information for each node should be O(1)). 

For each hierarchical node, a list of vertices should be 
defined, these being the vertices surrounding the 
corresponding surface region. Several circular lists should 
be considered when dealing with non-connected surfaces or 
surfaces having holes. Obviously, if two nodes are adjacent, 
they have at least one of these vertices in common. 

Not all the boundary vertices should be stored, but only the 
vertices that separate two different surface regions among 
those of the highest hierarchy level that also do not include 
the region being considered. “Outside” is considered as a 
particular surface region. Whatever the node level and the 
total number of polygons surrounding this surface region, 
the number of stored vertices is approximately constant, and 
for usual meshes hardly exceeds six. As this adjacency 
information only depends on the mesh topology, this stage 
is usually performed once in the preprocessing stage. 

 

Figure: Storing region boundary vertices in the hierarchy 
tree: The number remains roughly constant whatever the 

level in the hierarchy. 

Adjacency testing is then performed easily: Two hierarchy 
nodes are adjacent if and only if they have at least one 
common vertex among those stored for these two nodes. 
This test is performed in O(1). 
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Figure: Two adjacent (point-connected) surface regions of 
the hierarchy have at least one common stored vertex. 

The boundary shape of the surface may also be the cause of 
self-collisions. In most cases, this happens when an 
elongated strip is fold so as to produce a cone-shaped 
surface. Such collisions are also very likely to happen 
around sharp concavities of the surface contour, where 
minimal folds can also produce self-collisions. 

The most systematic solution would be to construct, for any 
surface region fulfilling the surface normal criteria, the 2D 
projection of the surface boundary on a plane orthogonal to 
one of the found directions. Despite flatness, collision 
detection should be carried out within or between children 
containing boundary intersections. This 2D collision 
detection process can also be based on a similar kind of 
curvature optimization. This would however require a 
significant amount of extra computation, along the data 
required for managing a contour-based hierarchies. 

Practical test have however shown that these tests are rarely 
significant in most "real-world" situations involving for 
example garment simulation or deformation of soft objects. 
These tests may however improve detection of long objects 
with large curvature deformations (simulation of long 
ribbons) or surfaces with complex non-convex contours 
(cuts, holes). 

These marginal situations may be addressed using various 
low-cost approximate techniques. The simplest method is to 
"expand" the direction boxes with a certain angle for mesh 
elements that are located on the boundary of the surface. 
This angle may also be increased for elements adjacent to 
non-convex boundary locations. The larger the angle, the 
most systematic the collision detection is, at the expanse of 
computation time. 

3.3. Efficiency 

The main interest of this algorithm is its efficiency in 
detecting self-collisions: Hierarchy regions that are not 
curved enough to contain self-collisions are efficiently 
omitted from the detection process. The following figure 
shows the regions considered when performing collision 
detection between two objects, as well as  self-collision 
detection within these objects also. As a result, the 
algorithm efficiently focuses on the intersecting parts of the 
surfaces. 

 
 

Figure: Collision detection is focused on the colliding parts 
of the surface. 

The execution time required for performing collision 
detection is subdivided as follows: 

* Update of the bounding volumes of the hierarchy tree. 

* Update of the direction boxes of the hierarchy tree, if self-
collision detection is required. 

* Running the collision detection algorithm on the hierarchy 
tree. 

The time required for the two first steps is proportional to 
the number of mesh elements. The involved computations 
are quite reduced for mesh elements (evaluation of min-max 
of linear combination of vertex coordinates and normal 
computation of polygons usually also required for other 
purposes (mechanics, rendering...), and dot product with a 
set of directions). Their propagation along the hierarchy tree 
is also trivial (min-max interval merges, boolean 
operations). These linear-time computations only add a 
small overhead to the global simulation process. 

 
 

Figure: During the detection process, surface regions 
considered for the detection are similar in size and number 

whatever the discretization. 

The proposed scheme also behaves very well for highly 
discretized surfaces, as extra discretization usually yields 
flatter surfaces relatively to the size of the mesh elements. 
Hence, unless being near a collision area, the area of the 
surface regions considered during the detection process 
always have similar sizes whatever their discretization. 
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The major benefit of the curvature-based hierarchical 
collision is that full performance of hierarchical bounding-
volume collision detection is preserved for self-collision 
detection, as the computation is not crippled by detecting all 
the "colliding" adjacent mesh elements of the surface. 

 
 

Figure: Cloth simulation is heavily relying on self-collision 
detection. 

4. Collision Response 

Once the colliding polygons of the mesh have been 
extracted, they need to be expressed as geometric 
information that carries some meaning on how the surfaces 
are colliding. Usually, collisions may be sorted out as 
intersections, where two surface elements interpenetrate 
each other, and proximities, where two surface elements 
are separated by a distance below a given threshold, usually 
representing the "thickness" of the surface. In the case of 
collisions between polygonal meshes, we can identify the 
following cases: 

Edge-Vertex

Polygon-Edge

Polygon-Vertex

Edge-Edge Vertex-Vertex

Intersections

Common Proximities  Marginal Proximities

 
 

Figure: Collision configurations in a polygonal mesh. 

Collision response intends to enforce the fact that real 
surfaces cannot cross each other. It may either handle 
intersections usually by backtracking the motion leading to 
the surface crossing and integrating the collision effect, and 
proximities by maintaining a minimum separation distance 
between the surfaces. In either case, the collision effect is 
usually applied on the mesh vertices of the colliding 
elements, which carries the geometrical information of the 
mesh. 

4.1. Collision Response Schemes 

Collision response has to reproduce reaction and friction 
effects through adequate action in the ongoing mechanical 
simulation. Its integration in the mechanical simulation 
system goes through alteration of the mechanical quantities 
from the value they would have without the collision 
effects. There are two main ways for handling collision 
response: 

* Mechanical response, where the collision reaction is 
simulated by forces or by force adjustments which 
reproduce the contact effect. 

* Geometrical response, where the collision reaction is 
simulated by direct corrections on the positions and 
velocities of the objects. 

The mechanical approach is the most formal way of dealing 
with the problem. The forces or energetic contributions 
generated from the response can directly be integrated into 
the mechanical model and simulated. As all the effects are 
taken into account in the same computation step, the 
resulting simulation produces an animation where collision 
response and other mechanical forces add their effects in a 
compatible way. Reaction is typically modeled by designing 
a collision penalty force which will repulse the colliding 
objects from each other and prevent them from intersecting. 
The repulsion force function is usually designed as a 
continuous function of the collision distance, and as a 
piecewise function using simple linear or polynomial 
intervals. Designing the optimal shape is difficult, because 
of all these compromises which depend on the actual 
mechanical context of the simulation. The biggest issue is to 
model in a robust way geometrical contact (very small 
collision distance), in which collision response forces only 
act in a very small range when considered at the 
macroscopic scale. This implies the use of very strong and 
rapidly evolving reaction forces, which are difficult to 
simulate numerically, since a suitable numerical process 
should discretize the collision contact duration into 
timesteps that are numerous enough for an accurate 
reproduction of the collision effects and which cause 
problem with the usual simulation timesteps which are 
usually too large. 

The geometrical approach aims to reproduce directly the 
effects of collision response on the geometrical state of the 
objects without making use of mechanical forces, and thus 
in a process separated from the mechanical simulation. The 
advantages are obvious: Geometrical constraints are directly 
enforced by a geometrical algorithm, and the simulation 
process is relieved from high intensity and highly 
discontinuous forces or other mechanical parameters, 
making it faster and more efficient. This drawback however 
results from this separation: As collision response changes 
the geometrical state of the objects separately from the 
mechanical process, nothing ensures the compatibility of 
this deformation to a correct variation of the mechanical 
state that would normally result from it. Furthermore, there 
is no compatible “additivity” of geometrical variations as 
there is for forces and energy contributions. The resulting 
collision effects may be incompatible with mechanics, but 
also between several interacting collisions. All these issues 
have to be addressed for providing a collision response 
model that provides acceptable and steady responses 
between all the frames of an animation. 

Collision effects are decomposed into reaction effects 
(normal components), which are the obvious forces 
preventing the object penetrating into each other, and 
friction effects (tangential components), which model 
additional forces that oppose the sliding of objects. The 
most common friction model it the solid Coulombian 
friction, where friction forces opposing the motion do not 
exceed reaction forces times a friction coefficient. 
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Abstract
In the simulation of cloth, collision detection is crucial for the quality of the results and for the performance as
the collision detection process can be highly complex. Contrary to volumetric bodies, the accuracy requirements
for the collision treatment of textiles are particulary strict as any overlapping is visible. Additionally cloth tends
to self-intersections which also have to be detected efficiently.
In this part of the tutorial, we will first discuss the specificity of collision detection for clothes and will thereafter
review some recently used techniques for the real-time collision detection of clothes. In the last section we will
detail a fast collision detection approach based on bounding volume hierarchies as it is specially suited both for
animated as for static scenes and is also able to detect self-collisions.

1. Introduction

In the physically-based simulation of cloth, collision detec-
tion is an essential component. Compared to collision de-
tection for rigid objects, collision detection for cloth shows
various aspects that complicate the detection process. Colli-
sion detection for cloth objects not only is the detection of
intersections between the cloth and an avatar but it also has
to take into account the low bending resistance of textiles
and therewith the possibility of self-intersections. Addition-
ally, as detailed in the next section, many collision detection
approaches for rigid objects are accelerated by spatial data
structures like bounding-box hierarchies, distance fields or
other kinds of spatial partitioning. These object representa-
tions are commonly built in pre-processing steps and there-
fore perform very well for rigid objects. However for de-
formable objects like cloth or animated avatars it is neces-
sary to frequently update these data-structures. Another im-
portant demand on collision detection for cloth is the supply
of sufficient information usable for collision response. Often
it is not enough to only detect the interference of two ob-
jects, but precise information such as penetration depth or
direction is needed.

2. Techniques for collision detection on deformable
models

In this section we will first give an overview over previous
collision detection methods both for rigid an for deformable

objects. Later we will focus on fast collision detection ap-
proaches for cloth.

Numerous collision detection methods for various pur-
poses have been developed [18, 28]. Most of the work how-
ever focusses on convex polyhedra [17, 21], respectively
methods for decomposing non-convex objects into convex
parts [6]. However, these approaches are not applicable for
highly non-convex objects such as cloth. Currently, col-
lision detection for non-convex objects is mostly acceler-
ated by bounding volume hierarchies. As detailed in section
3.1 the bounding volumes applied range from spheres, ori-
ented bounding boxes (OBBs), axis aligned bounding boxes
(AABBs) to shell trees.

Most of these approaches, however, are not designed for
deformable models as they rely on pre-computed data. Vari-
ous researchers have tried to circumvent these problems and
to adapt the methods to deformable objects by efficiently up-
dating or rebuilding AABBs [29, 8]. It appears that AABBs
perform better than more complex bounding volumes like
OBBs when dealing with highly deformable objects since
they can be faster updated. It has also been pointed out that
higher order trees like 4-ary trees or 8-ary trees are more ef-
ficient than binary trees for deformable objects with many
intersecting or close areas like in the case of cloth or hu-
man tissue, because fewer nodes need to be updated in each
time step and the recursion depth during overlap tests is
lower [16, 20].

Besides bounding volume hierarchies recent collision
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detection methods for deformable objects have relied on
distance fields [5, 7], graphics hardware [2, 19, 30, 12], or
spatial subdivision methods, dividing the scene into vox-
els [35, 27]. These approaches will be detailed in the fol-
lowing subsections.

Methods based on curvature and orientation to accelerate
self-collision detection have also been presented for cloth
simulation [32, 25]. Self-intersection needs special atten-
tion, since thin objects are subject to tunnelling effects due to
time sampling. To avoid the tunnelling a continuous motion
from the start to the end of each time step has to be consid-
ered as a whole rather than considering initial and final states
separately. Continuous collision detection has been studied
for both deformable [4] and rigid bodies [26].

In the following we detail distance fields and image-space
techniques, that where employed for fast collision detection
of cloth objects.

2.1. Distance Fields

Distance fields as shown in Fig. 1 specify for each point the
minimum distance to a closed surface. To distinguish be-
tween inside and outside, a signed distance can be used. For
the collision detection step, the evaluation of distances and
normals is very fast and therefore even for complex objects
allows interactive frame rates. Nevertheless the computation
of the distance field itself is very costly and is usually done in
a pre-processing step. Because for animated scenes the dis-
tance fields need to be updated in each step, distance fields
where often only used for cloth simulations combined with
a static environment. In [5] multiple rigid bodies with pre-
computed distance fields are combined to build animations.
In [30] an image-based approach is used to calculate distance
values by constructing depth and normal maps of the colli-
sion object. Fuhrmann et al. [7] also show a very efficient
implementation of collision detection for cloth simulations
with distance fields.

2.2. Image-Space Techniques

In recent years image-space techniques have been proposed
for collision detection [23, 3]. These approaches commonly
use projections of objects to detect collisions between them.
Vassilev et al. [30] present an image-space based collision
detection for cloth simulations. In this approach, an avatar
is rendered from a back and a front view to generate an ap-
proximate representation of its volume, which is used to de-
tect intersecting cloth particles. Fig. 2 shows the algorithm
of Heidelberger et al. [11], that is similar to other commonly
used approaches. In a first step the intersection of AABBs is
calculated. In step (b) a layered depth image is computed that
is used in (c) to compute the intersecting volumes of the two
objects. Note that image-space techniques work with dis-
cretized representations of objects and therefore cannot pro-
vide exact collision information like the penetration depth.

Figure 1: Happy Buddha and three color-mapped distance
field slices. Since the distance field is only valid within a
band near the surface, the mapping is faded out at larger dis-
tance. Blue maps to close distances, whereas red indicates
medium distances.Images by courtesy of A. Fuhrmann, IGD
Darmstadt [7].

Nevertheless they can be used to achieve interactive collision
detection for deformable objects and even for self-collision
detection as detailed in [12].

(a) Stage 1. (b) Stage 2. (c) Stage 3.

Figure 2: Image-space collision detection in 2-D and 3-D.
(a) AABB intersection. (b) LDI generation within the Volume
of Interest. (c) Computation of the intersection volume.Im-
ages by courtesy of B. Heidelberger and M. Teschner, ETH
Zürich [12].

3. Bounding Volumes Hierarchies

The basic geometric elements for a collision detection algo-
rithm are triangles or more general polygons of our virtual
objects in the considered scene. Every surface involved in
the simulation process, being part of the cloth itself or being
part of the scenery, can also be assumed to be triangulated.
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For collision detection we basically have to make distance
computations for each possible pair of triangles. Obviously
this yields an unrealistic task making up a so calledcomplex-
ity problem.

A lot of possible solutions how to break down this com-
plexity problem have been proposed in recent years. How-
ever they all have the common idea, not to test all the trian-
gles. To find the triangles to be tested, complex objects are
embedded intobounding volumesas described in the next
subsection, and, to avoid checking triangles far away from
each other, grids or hierarchical structures are used as de-
scribed in the subsection thereafter.

3.1. Bounding Volumes

Reducing complexity by employing fast and few tests for
complex objects is the basic idea of bounding volumes.
Moore et al. [22] already introduced the idea of bound-
ing volumes (BV) in 1988. These bounding volumes are
geometric objects enclosing complex objects or primitives.
The collision detection process is then first performed on
the bounding volumes. Only if an intersection between the
bounding volumes is detected, the objects inside the bound-
ing volumes are tested for intersections in the second step.

In the past, a wealth of BV types has been proposed, such
as spheres [13, 24], oriented bounding volumes (OBB) [9],
discrete oriented polytopes (DOP) [14, 33], boxtrees [34, 1],
axis aligned bounding boxes (AABB) [29, 16], spherical
shells [15], and convex hulls [6].

When choosing adequate BVs the corresponding advan-
tages and disadvantages for the specific case have to be con-
sidered. It is important, how fast the collision test between
two BVs is, how well the BV fits the object, if a lot of storage
is needed to describe an individual bounding volume and if
the construction and update of the BV is efficient. For the
simulation of cloth, the highly non-convex shape of the ob-
ject and the continuous deformations have to be considered.
Because these arbitrary object deformations cannot be ex-
pressed by rigid rotations and translations, oriented bound-
ing volumes like OBBs [9], QuOSPOs [10], or Dynamically
Aligned DOPs [33] are not suitable for cloth simulation.

In the following, we follow the ideas of Mezger et al. [20]
and therefore choose common k-DOPs instead of AABBs
or spheres as they show better convergence while still being
easy to check for intersections. By convergence we mean the
hierarchical series of bounding volume approximation of the
surface (or object) to be checked.

3.1.1. k-DOPs

A k-DOP[14] (discrete oriented polytope) is a convex poly-
hedron defined byk halfspaces denoted as

Hi = {x∈ Rm | nT
i x≤ b,ni ∈ N,bi ∈ R}.

Figure 3: Three levels of an 18-DOP-hierarchy.

The normals ni of the corresponding hyperplanes
of all k-DOPs are discrete and form the small set
N = {n1, . . . ,nk} ⊆ Rm. For arithmetic reasons the entries
of the normal-vectors are usually chosen from the set
{−1,0,1}. In order to turn the intersection tests for the
polyhedrons into simple interval tests, the hyperplanes
have to form k/2 parallel pairs. E.g., an axis aligned
bounding box (AABB, 6-DOP) inR3 is given by N6 =
{(±1,0,0),(0,±1,0),(0,0,±1)}, an octahedron (8-DOP) is
generated by setting all normal components to±1. We usu-
ally use 14-DOPs (N14 = N6∪̇N8) or 18-DOPs (AABB with
clipped edges).

The easiest way to build thek-DOP bounding volume for
a set of points is inserting them into a primarily emptyk-
DOP by updating itsk/2 intervals accordingly. The over-
lap test between twok-DOPs is implemented by interval
tests similar to the common AABB, indicating disjointness
as soon as one pair of intervals is disjoint. Thus, the maximal
number of interval tests isk/2 (in the overlapping case).

3.2. Hierarchies and Spatial Subdivision

3.2.1. k-DOP-Hierarchy Generation

Let BVk be the tightestk-DOP enclosing a set of vertices and⋃̃
the operation forming the tightestk-DOP enclosing out of

a set ofk-DOPs. Then, like AABBs alsok-DOP bounding
volumes satisfy the equation

BVk(V) =
⋃̃

p∈P(V)
BVk(p) (1)

for a set of verticesV and an arbitrary partitionP(V). Hence,
the optimal bounding volume for a node in the hierarchy can
be easily computed by merging its child bounding volumes.
Vice versa the hierarchy can be efficiently built using a top-
down splitting method. Figure (3) shows three hierarchy lev-
els for the 18-DOP-hierarchy of an avatar.

3.2.2. Node split and node merge

As for octrees, to build the hierarchy of bounding volumes,
each parent node need to be split into smaller parts if the
hierarchy is built top-down. Otherwise, if the hierarchy is
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built bottom-up, specific child nodes need to be merged to a
parent node.

Different methods have been presented to perform the
splitting process in the first case. For AABBs and rigid
objects, Zachmann [34] shows that any splitting heuristic
should minimize the volume of the children nodes by analyz-
ing the Minkowski sums of the corresponding BVs. Mezger
et al. [20] simply split thek-DOPs according to the longest
side. The longest side of ak-DOP is determined by the face
pair with the maximum distance. Thek-DOP is split paral-
lel to this face pair through its center. As generally some
polygons are cut by the splitting plane, they are assigned to
that child node which would contain the smallest number of
polygons. In the lower hierarchy levels, if all polygons hap-
pen to be cut, each of them is assigned to its own node. Fi-
nally, as the corresponding vertices for the node are known,
thek-DOPs can be optimally fitted to the underlying faces.
Although this method is simple, it turns out to be efficient on
the one hand and to produce well balanced trees on the other
hand. The complete hierarchy setup for objects holding sev-
eral thousands of polygons can be performed within merely
a second, allowing to add objects dynamically to the scene.

Volino and Magnenat-Thalmann [32, 31] as well as
Provot [25] use a fairly different approach to built the hi-
erarchy for cloth objects. In their methods, the hierarchy
is strictly oriented on the mesh topology of the object, as-
suming that topology does not change during the simulation.
Volino uses a region-merge algorithm to build the hierarchy
bottom-up, while Provot uses a top-down algorithm that re-
cursively divides the object in zones imbricating each other.
These approaches have the advantage, that they avoid group-
ing faces close together in the hierarchy that are very close
in the initial state, although they are not close at all based
on the connectivity. This connectivity-based approach also
yields advantages in speeding-up self-collision detection.

3.2.3. Trees

Another crucial point is the arity of the bounding volume
hierarchy. For rigid objects, binary trees are commonly cho-
sen. In contrast, 4-ary trees or 8-ary trees have shown better
performance for deformable objects [16, 20]. This is mainly
due to the fact that fewer nodes need to be updated and
the total update costs are lower. Additionally, the recursion
depth during overlap tests is lower and therefore the memory
requirements on the stack are lower. Fig. 4 shows the reduc-
tion of recursion depth for detecting two overlapping leaves
by equivalent 4-ary trees instead of binary trees. However, if
only the root nodes overlap in the example, the 4-ary trees
require four overlap tests, which is two times more than us-
ing binary trees. Since overlap tests fork-DOPs only need
k/2 interval tests in the worst (overlapping) case, a slight
increase of overlap tests is acceptable.
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Figure 4: Recursion using binary trees (a) and 4-ary trees
(b).

3.2.4. Hierarchy Update

In contrast to hierarchies for rigid objects, hierarchies for
cloth objects need to be updated in each time step. Princi-
pally, there are two possibilities: updating or rebuilding. Re-
fitting is much faster than rebuilding, but for large deforma-
tions, the BVs usually are less tight and have larger overlap
volumes. Nevertheless, van den Bergen [29] has found that
refitting is about ten times faster compared to a complete re-
build of an AABB hierarchy. Further, as long as the topology
of the object is conserved there is no significant performance
loss in the actual collision query compared to rebuilding.

Different strategies have been proposed not only for build-
ing a hierarchy but also for the hierarchy update. Lars-
son and Akenine-Möller [16] compared bottom-up and top-
down strategies. They found that if in a collision detection
process many deep nodes are reached the bottom-up strategy
performs better, while if only some deep nodes are reached
the top-down approach is faster. Therefore they proposed a
hybrid method, that updates the top half of the tree bottom-
up and only if non-updated nodes are reached these are up-
dated top-down. Using this method they reduce the number
of unnecessarily updated nodes with the drawback of higher
memory requirement because they have to store the leaf in-
formation about vertices or faces also in the internal nodes.

Other approaches have been proposed by Mezger et al.
[20] to further accelerate the hierarchy update by omitting
or simplifying the update process for several time steps.
For this purpose the bounding volumes can generally be in-
flated by a certain distance. Then the hierarchy update is not
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needed as long as the enclosed primitives did not move far-
ther than that distance.

3.3. Hierarchy traversal and Self-Collision Heuristics

The above described collision detection technique is now ap-
plied to an actual cloth surface. For this we consider each
polygon of our cloth-surface as a separate, individual ob-
ject participating in the simulation. Upon these objects, to-
gether with the objects the cloth may collide with, we build
the hierarchical structure described above. While traversing
the hierarchies top-down to the individual polygons in the
leaves, we may process the collisions regardless if the corre-
sponding polygons belong to different objects or to the same
(cloth) object.

Additionally to this standard procedure, for self-collision
of the cloth object auxiliary information can be used to
speed up the computation. The two corresponding ideas are
that adjacent polygons can always be excluded from self-
collision detection, and that a flat surface cannot have self-
intersection at all. To cause self-intersections the object must
be strongly bend. An exact method to reject possible self-in-
tersections for a certain region was suggested by Volino and
Magnenat-Thalmann [32], where a vector is searched that
has positive dot product with all normals of the region. If
such a vector exists and the projection of the region onto a
plane in direction of the vector does not self-intersect, the
region cannot self-intersect either.

Provot [25] also proposed a method, which is very fast
and accurate enough for regions having a sufficiently convex
border. For every region a cone is maintained representing a
superset of the normal directions. The cone can be calculated
during the bottom-up hierarchy update by very few arith-
metic operations. The apex angleα of the cone represents
the curvature of the region, indicating possible intersections
if α≥ π.

Figure 5: Self-intersecting mesh with correlated normals but
concave shape.

Still there remains the problem that hierarchy regions can
have severe non-convex shape and therefore compromise
the robustness of the surface curvature criterion. Figure (5)
shows such a surface that self-intersects although the apex
angle of its normal cone is rather small. We divide such a
mesh into several face groups and build an adjacency ma-
trix for the groups. The curvature heuristic is not applied to
non-adjacent groups during the self-collision test.

4. Conclusions

We described the difficulties and demands on collision de-
tection methods for cloth simulation. Moreover, we dis-
cussed and compared several collision detection approaches
that fulfill these demands. In the last section we detailed one
of these approaches based on a hierarchy ofk-DOPs while
addressing the problems specific to cloth like self-collisions
and fast hierarchy updates. This method is widely used for
the collision detection in the animation of cloth and dynamic
avatars.
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Abstract

Producing fast, high-quality visualizations of cloth is still a major challenge in computer graphics due to the
complex meso structure and reflectance behavior of fabrics which define the unique look-and-feel of a material.
A wide class of such realistic materials can be described as 2D-texture under varying light- and view direction
namely the Bidirectional Texture Function (BTF). Since an easy and general method for modeling BTFs seems
out of reach, current research concentrates on image-based methods which rely on sampled BTFs (acquired real-
world data) in combination with appropriate synthesis methods. Recent results have shown that this approach
greatly improves the visual quality of rendered surfaces and therefore the quality of applications such as virtual
prototyping.
This tutorial presents an overview over state-of-the-art techniques for the main tasks involved in producing photo-
realistic renderings using measured BTFs and provides in-depth descriptions of selected approaches.

1. Introduction

The visualization of realistic materials and object surfaces is
still one of the main challenges in todays computer graphics.

Traditionally the geometry of a surface is modeled explic-
itly (e.g. with triangles) only up to a certain scale while the
micro structure responsible for the reflectance behavior of
a material is simulated using relatively simple mathemati-
cal models. For special groups of materials such as metals
or shiny plastic these models are able to generate a more or
less correct approximation of reality, but they are not suited
and even designed for as complex materials as fabrics. Fur-
thermore these models are not easy to parameterize in order
to achieve a desired effect, because the parameters do not
correspond to some intuitive or physical meaning.

Things become even more complicated, if one wants to
simulate the so called meso structure of a complex inho-
mogeneous material. These structures are in-between the
macro-scale geometry modeled by triangles and the micro-
scale geometry modeled mathematically. Complex meso
structures are often too fine to be modeled by triangles, but
they are also too big to be captured in a simple mathemat-
ical reflectance model, since they are visible to the viewer.
And unfortunately the meso-structure plays a very impor-
tant role in defining the unique look of a material, hence the
weaknesses of traditional modeling in visualizing complex

meso structure are a major drawback for photo-realistic im-
age synthesis.

Promoted by the limitations of traditional modeling, data-
driven approaches have gained a growing amount of atten-
tion in the last few years not only in the computer graphics
community but also in other areas such as synthesis of hu-
man speech. In computer graphics these methods fall into
the field of image-based rendering (e.g. texture mapping is
a well known and widely used image-based technique for
creating the impression of complex meso structure). But un-
fortunately the correct impression can only be recreated for
flat surfaces with simple albedo variation, while texture map-
ping rough surfaces is only valid for the unique viewing and
lighting condition under which the texture image was taken.
Obviously the general appearance of a complex surface can
not be captured by a single 2D-image.

As illustrated in figure2 the full variability of the inter-
action of light with an arbitrarily complex time-variant 3-
dimensional surface can be descibed by a 12-dimensional
function.

Since definition or measurement of such a function is not
practical, some assumptions about this function have to be
made:
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Figure 1: Comparison of diffuse textures (left) and BTF rendering (right). One can clearly see the increased realism resulting
from more realistic reflectance behaviour and increased depth impression in the right image.

Figure 2: The parameters of general light-material interac-
tion

• no phosphorescence (light leaves material immediately
ti = tr )

• temporal invariance (consider only a fixed pointt0 in time)
• no fluorescence (wavelength is not changedλi = λr )
• discretization of wavelength into the three color bands

red, green and blue (consider onlyλr,g,b)

We now have arrived at an 8-dimensional function, which
is called the bidirectional surface scattering distribution
function (BSSRDF) [NRH∗77] and describes the light trans-
port between every point on the surface for any incom-
ing and outgoing direction. Since spatially dependent sub-
surface scattering effects are rather low in most materials
used for clothes, two additional dimensions can be dropped

without introducing large errors into realistic cloth visualiza-
tion systems. This six-dimensional function is called a Bidi-
rectional Texture Function (BTF) and captures view- and
light-dependence of an inhomogeneous surface. Sampling
this function consists of taking images under varying light
and viewing conditions. Renderings from this function can
be generated e.g. by linear interpolation between the sam-
ples. As illustrated in figure1 the visual impression of com-
plex materials is improved significantly compared to simple
texture mapping and diffuse relighting.

In the following sections, efficient methods for acquisition
and rendering of complex materials like cloth are presented.
While many methods are overviewed just very briefly, se-
lected methods are presented in greater detail, optimally pro-
viding sufficient information for direct implementation.

2. BTF Acquisition

A first step towards high-quality acquisition of real-world
materials was made by Dana et al. [DvGNK97] some years
ago already. Their work resulted in a data set of 61 sam-
ples of real-world surfaces publicly available in the CUReT
[CUR] database. The database was created to investigate the
visual appearance of real-world surfaces consisting of spa-
tially varying, isotropic materials, but does not satisfy all of
the requirements for high quality cloth rendering: first, some
acquired images contain graphics errors caused by frame-
grabber artifacts or reflections of the robot sample holder
plate visible in the raw data. Second they lack angular reso-
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lution, i.e. too few lighting and viewing angles were covered
during the measurement step in order to faithfully reproduce
the complex reflectance behavior of cloth. Third, unfortu-
nately the data is not spatially registered which makes pub-
lic use very difficult. Nevertheless their measurement setup
strongly influenced further acquisition systems.

McAllister [McA02] implemented an improved setup ca-
pable of acquiring anisotropic BTFs by taking digital images
for selected light- and view directions. Independently from
the approach of McAllister, a very similar one was taken in
Hauth et al. [HEE∗02], which will be described in further
detail in the next section.

In the context of rendering Surface Light Fields (i.e. BTFs
for fixed view directions), Malzbender et al. [MGW01] con-
structed a measurement device using a number of light
sources (which can be switched on and off individually) po-
sitioned on the hemisphere around the acquired object. The
device allows very fast acquisition since neither the camera
nor the light source has to be repositioned. In addition, such
a measurement device can be precalibrated very accurately,
resulting in very accurate measurements.

Finally, BTF databases can alternatively be created
synthetically. Such approaches, which were followed by
Daubert et al. [DLHS01], Daubert and Seidel [DS02],
Gröller et al. [GRS96] and Liu et al. [LYS01], lead to BTFs
with unknown resemblance to existing materials and will
therefore not be detailed in this tutorial.

2.1. Measurement Setup

The setup presented in this section was first described in
[HEE∗02]. It is mainly composed of a lamp with fixed po-
sition, a camera mounted on a wagon which resides on a
rail system forming a half-circle with radius 170 cm around
the probe holder which is mounted on a robot, and a per-
sonal computer (see figure3). For the realistic reproduc-
tion of cloth appearance, the lamp has to approximate di-
rectional sunlight. To achieve this, a Hydrargyrum Medium
Arc Length Iodide (HMI)-light source (bron imaging HMI
F575), which is widely used in the professional film- and
photo-industry, is used in combination with a Fresnel-lens.
As capturing device a programmable high resolution CCD-
camera (Kodak DCS Pro 14N) with a maximum resolution
of 4000×3500 pixel is utilized. The positioning of the sam-
ple is done by a robot arm (Intelitek SCORBOT-ER 4u). All
these parts are controlled by a personal computer. The probe
holder can hold planar material samples with a maximum
extent of 10× 10 cm which restricts the set of acquirable
materials but turns out sufficient for most types like fabrics,
wallpapers, tiles and even car interior materials.

To reduce the influence of scattered light, the lab is dark-
ened and the hardware used for measurements is covered
with dark casings. This computer controlled setup allows
the automatic reproduction of every constellation of the

Figure 3: Picture of the laboratory. The black casings of the
robot and light source are removed.

view/light-direction with reference to the sample surface.
See figure4 for a sketch of the measurement setup.

Figure 4: Illustration of the measurement setup. A fixed light
source and different camera positions are shown.

2.2. Measurement Procedure

To achieve a sufficient measurement quality for rendering,
the equipment has to be calibrated.

• To compensate the positioning error due to the robot
and the railsystem one has to track the sample holder
mounted on the robot arm using the camera. Experiments
determined that these errors are very small in the de-
scribed setup. Therefore, marker points, which are placed
on the sample holder, are detected only during the post-
processing phase, allowing a software jitter correction.

• A geometric calibration [Rob96] has to be applied to the
camera to reduce geometric distortion, which is caused by
the optical system of the camera.

• For each sample to be measured, the aperture of the cam-
era gets adjusted in such a way that the number of satu-
rated or dark pixels in the pictures is minimized given a
fixed aperture during the measurement process.
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Figure 5: Sample holder with the PROPOSTE sample. The
left image shows the frontal view (θ = 0◦, φ = 0◦); the right
image shows (θ = 60◦, φ = 342◦). White point and border
markers are clearly visible.

• To achieve the best possible color reproduction, the com-
bination of the camera and the light source has to be
color calibrated [DvGNK99]. For the measurement of the
camera color profile a special CCD-Camera standard card
(Gretag Macbeth - Color Checker DC) is used.

After calibration, a set of view/light directions has to be
chosen for measurement. In the remaining text, a view or
light direction will be identified by the tupel(θ,φ) of polar
and azimuth angles with indicesv for view and l for light
directions. To achieve a consistent sampling density over the
hemisphere,∆θ = 15◦ for each of the viewing and illumi-
nation directions and different∆φ as shown in Table1 are
chosen, resulting in different numbers of images perθ seg-
ment. The resulting sampling consists of 81 viewing and 81
illumination directions or 6561 images for all combinations
which turned out sufficient for most measured samples but
optimally should be adjusted to the reflectance properties of
the sample materials (e.g. using an approach similar to the
one of Lensch et al. [LLSS03]). For practical reasons con-
stallations with(θl ,φl ) = (θv,φv) cannot be measured. To
approximate this missing data, in those cases the varied light
direction(θl −10◦,φl ) is employed.

During the measurement for every position of the data-set
an image is taken and stored for post-processing. Figure5
shows examples of such images. Finally, another image of
the CCD-Camera standard card has to be taken to detect de-
viations occurred during the measurement process. The mea-
surement time for a single material probe is about 14 hours,
whereas the most time is used for the data transfer from the
camera to the host computer.

Storing the 6561 images requires about 80 GB, 12 MB
per image, employing the Kodak DCR 12-bit RGB format
and lossless compression. In the following sections, we will
show how this amount can easily be reduced to handlable
sizes.

θ [◦] ∆φ [◦] No. of images

0 - 1
15 60 6
30 30 12
45 20 18
60 18 20
75 15 24

Table 1: Sampling density of viewing and lighting angles of
the BTF data sets measured with the described setup.

2.3. Postprocessing

After the measurement the raw image data is converted into
a set of rectified, registered images capturing the appearance
of the material for varying light and view directions. There-
fore the perspectively distorted images are rectified, regis-
tered, cut and sorted (see figure6 for a schematic overview
of the postprocessing process).

Registration is done by projecting all sample images onto
the plane which is defined by the frontal view (θ = 0,φ = 0).
To be able to conduct an automatic registration borderline
markers were attached to the sample holder plate, see fig-
ure5. After converting a copy of the raw data to black-and-
white (8-bit TIFF), standard image processing tools are used
to detect the markers. In following steps the perspective pro-
jection matrix (which maps these markers to the position of
the markers in the frontal view) is computed and utilized to
fill the registered image with appropriate colors (which are
currently restricted to common 8-bit RGB).

To convert the 12-bit RGB ERIMM [Ame02] images
stored as Kodak DCR images to standard 8 bit RGB file
formats, the standard color profiles provided with the Ko-
dak SDK (look and output profile) and camera (tone curve
profile) are applied to the image. The most appropriate 8 bit
color range is extracted after applying an exposure gain to
the converted data. As a fixed focal length is used during
one measurement, the maximum effective resolution of the
sample holder in the image is 1600×1600 pixels. After all
transformations are carried out, all images are rescaled to
an equal size of 1536×1536 pixels. Such images are called
normtextures(N) in the remaining text. Examples of these
rectified images are shown in figure7.

After this postprocessing step, the data amount of 80 GB
captured by the camera CCD chip is reduced to roughly
46 GB of uncompressed data. This amount can further
be reduced by assuming tileablility of the measured mate-
rial, manually chosing a region of interest (approximately
550×550 pixels for textured stored in the online database,
up to 800× 800 in principle), cuting it out and resizing it.
To create the final normtextures (256× 256 pixels in size
for probes in the database, up to about 800×800 in princi-
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Figure 6: Postprocessing Pipeline. The left image shows a section from the taken image. The image is rectified, cut and resized
for efficient handling.

Figure 7: Measured BTF samples. Top row: corduroy (left),
Proposte (right). Bottom row: two kinds of knitted wool.

ple) linear edgeblending is applied, which reduces the usual
tiling artifacts.

Some of the measurements done with the described setup
are publicly available from the Bonn BTF Database Bonn
[BTF]. Data sets consist of only slightly compressed JPEG
images and require between 320 and 360 MB of storage.

3. BTF Compression

Real-time rendering of the raw data from the BTF database
consisting of at least 1.2 GB uncompressed data per sample
is impractical considering a typical scene with several mate-
rials. Thus some sort of data-compression has to be applied.

Existing BTF compression techniques interpret the BTF
as in figure8: as a collection of discrete textures

BTFTex:=
{

T(v,l)

}
(v,l)∈M

,

whereM denotes the set of discrete measured view- and
light-directions, or as a set of tabulated apparent BRDFs.

BTFBrdf :=
{

B(x,y)

}
(x,y)∈I⊂N2

.

Note, that apparent BRDFs do not fulfill physically de-
manded properties like reciprocity and furthermore contain
a factor(n · l) between incident direction and surface normal.
This is nicely illustrated in figure8.

A compression technique regarding the BTF as a set
of view-dependent textures was proposed by Sattler et al.
[SSK03]: they apply principal component analysis (PCA) to
the view-dependent textures to determine so-called Eigen-
Textures. While this representation can be rendered effi-
ciently using graphics hardware, especially since graphics
hardware capabilities like filtering and mipmapping can be
used in a straightforward way, the compressed data still re-
quires about 120 MB per material, rendering the method un-
usefull for most scenes.

All other compression techniques interpret the BTF as
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Figure 8: Two arrangements of the BTF data: As set of im-
ages (left) and as set of apparent BRDFs (right).

spatially varying apparent BRDFs. The techniques can be
grouped into three categories: those that fit analytic models
and those using linear or nonlinear basis decomposition.

3.1. Fitting Analytic Models

Methods fitting analytic per-pixel apparent BRDF models
include the work of McAllister et al. [MLH02] which fits
Lafortune lobes [LFTG97] to each pixel. While this tech-
nique achieves fairly good results for materials with low
depth variation like lacquered wood, it fails to reproduce
more complex BTFs due to numerical and practical prob-
lems prohibiting the use of a large number of lobes per pixel
and the basic limitations of the Lafortune model. Never-
theless, the method achieves impressive compression rates
of about 1:1000 and can render at real-time frame rates il-
luminating with either point light sources or image based
lighting. An improved method was presented by Daubert et
al. [DLHS01] which utilizes an additional view-dependent
shadowing factor to model occlusion effects. The increased
realism of the method results in worse yet still significant
compression rates and can be rendered in real time using
graphics hardware. Even more realistic results were gener-
ated by the approach of Meseth et al. [MMK03a] which is
based on view-dependent quasi-Lafortune lobes. Unfortu-
nately the compression rate of this method is rather low and
therefore requires additional use of quantization methods.
Nevertheless, it can be rendered at real-time frame rates. The
technique was extended to image-based lighting in a follow-
ing publication [MMK04a]. A technique achieving even bet-
ter quality was published by Filip and Haindl [FH04]. While
they achieve compression rates of about 1:20, their method
is not well suited for real-time rendering.

3.2. Linear Basis Decomposition

BTF models belonging to the category of linear basis de-
composition models are based on factorization of per pixel

Figure 9: The pictures compare the approximation qual-
ity of two apparent BRDFs from plaster (top) and cor-
duroy (bottom) reconstructed from the original data (top
left) to the methods of Daubert et al. [DLHS01] with two
lobes (top middle), Meseth et al. [MMK04a] with a view-
dependent polynomial (top right), Suykens et al. [SvBLD03]
with four factors without clustering (bottom left), Sattler
et al. [SSK03] with eight components (bottom middle) and
Müller et al. [MMK03b] with 32 clusters and eight compo-
nents (bottom right). Storage requirements for a256×256
pixel BTF total to 1.2 GB, 30 MB, 106 MB, 60 MB, 121 MB
and 10 MB for the respective methods.

BRDFs and therefore assume BRDFs to be separable. Kautz
and McCool [KM99] approximated the 4DBRDF(v, l) by
a sum of products of twodimensional functionsFi(v) and
Gi(l) using matrix factorization. At run-time, BRDF values
can efficiently be reconstructed from twodimensional tex-
tures (into which the functions were sampled) using graph-
ics hardware. Given a reasonable numberi of functions, sig-
nificant compression ratios can be achieved yet the approx-
imation yields good results for special BRDFs only. Mc-
Cool et al. [MAA01] improved on the above scheme by
employing homomorphic factorization, which allows mul-
tiplicative combinations or more than two functions, avoids
signed arithmetic and improves the relative root mean square
error (RMS) – which was found to be perceptionally more

c© The Eurographics Association 2004.

56



J. Meseth, G. Müller, M. Sattler, R. Sarlette & R. Klein / Acquisition and Real-Time Rendering of Textile

important than the absolute RMS – compared to the previous
approach. A further optimization was proposed by Suykens
et al. [SvBLD03]. They combine homomorphic and matrix
factorization factorization to achieve good approximation re-
sults for a much larger set of BRDFs at the expense of worse
data compression ratios. A comparison of the approximation
quality achieved by the various BTF compression techniques
9 shows that the technique of Suykens et al. achieves accept-
able results at acceptable compression rations but remains
inferior to other methods. To make their scheme usable, ad-
ditional clustering is applied to the compressed data result-
ing in visible artefacts for complex materials.

Similar to the above approaches, Koudelka et al.
[KMBK03] and Liu et al. [LHZ∗04] apply singular value de-
composition to large matrices containing all spatially vary-
ing apparent BRDFs from the BTF to compute Eigen-
BRDFs and per-pixel reconstruction weights. Unfortunately,
following their schemes, high-quality approximations of
general BTFs require too many coefficients for real-time ren-
dering.

3.3. Non-Linear Basis Decomposition

A very common technique for data-compression is the PCA,
which provides the in a least-squares sense optimal affine-
linear approximation and which has been used by Sattler et
al. [SSK03]. Basri and Jacobs [BJ03] have shown recently,
that the space of images of a lambertian object under arbi-
trary illumination lies close to a linear 9D-subspace, which
supports the hope, that a mainly diffuse and not too com-
plex sample could be adequately reconstructed using only
few components. But unfortunately, general BTFs certainly
exhibit highly non-linear effects like specularities or self-
occlusions due to viewpoint change which may require many
coefficients in order to be reproduced in a visually satisfying
quality.

Nevertheless, while being not globally linear, many high-
dimensional data sets show a local linear behavior. This is
the idea behind the local PCA method, which was introduced
by Kambhatla and Leen [KL97] to the machine-learning
community in competition to classical non-linear/neural-
network learning algorithms. The method can be summa-
rized as follows:

1. Initialize k cluster-centersr j randomly chosen from the
data set. Assign a collection ofc unity basis-vectorsei, j
to each cluster.

2. Partition the data set into regions by assigning each data-
vector to its closest center. The distance to a centerr j is
given by the squared reconstruction error:

||x− x̃||2 = ||x− r j −
c

∑
i=1
〈x− r j ,ei, j〉ei, j ||2

3. Compute new centersr j as the mean of the data in the
region j.

4. Compute a new set of basis-vectorsei, j per region, i.e.
perform a PCA in each region.

5. Iterate steps 2.-4. until the change in average reconstruc-
tion error falls below a given threshold.

Figure 10:Average reconstruction error for increasing num-
ber of clusters k and fixed number of components c= 8
(proposte).

Based on the local PCA, Müller et al. [MMK03b] pro-
posed a very efficient BTF compression scheme. To ap-
ply local PCA to the setsBTFTex and BTFBrdf, the ele-
mentsT(v,l) andB(x,y) are simply interpreted as vectors with
3x256x256 and 3x81x81 elements and clustered intok clus-
ters. After subtracting the respective cluster mean (denoted
by T̄k, B̄k respectively) from each vector, they are put into
large matricesAk. Note that the concrete implementation dif-
fers from the general idea by using only parts of the complete
data as training set, because otherwise the data would exceed
the maximum memory block size. The principal components
for each cluster are the eigenvectors of the symmetric matri-
cesAkAT

k . The described implementation uses the numer-
ical package LAPACK to solve the resulting large eigen-

problems. The principal componentsETex
i of BTFTex are

well known as Eigen-Textures, thus the componentsEBrdf
i

are simply calledEigen-Brdfs.

The reconstructions̃Tc
(v,l) andB̃c

(x,y) are given as follows:

T̃c
(v,l) = T̄ +

c

∑
i=1
〈T(v,l)− T̄,ETex

i 〉 ∗ETex
i

B̃c
(x,y) = B̄+

c

∑
i=1
〈B(x,y)− B̄,EBrdf

i 〉 ∗EBrd f
i

The method was applied to bothBTFTex andBTFBrdf
and the average absolute reconstruction error

ε(BTFTex,c) = ∑
(v,l)∈M

||T(v,l)− T̃c
(v,l)||

|I ||M|
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Figure 11: The original frontal view of thepropostetexture
(left), the reconstruction for c= 8 without clustering (top)
and with k= 32 clusters (bottom) fromBTFBrdf (middle)
and fromBTFTex (right) with enhanced (multiplied by 4)
and inverted difference images.

was measured, with a similar expression for
ε(BTFBrdf,c). The results of these measurements,
which depend on the number of clustersk employed in
reconstruction, are depicted in figure10. One can clearly
see that the apparent BRDF arrangement easily outperforms
the arrangement of view-dependent textures. Note, that
about twenty texture-clusters are required to achieve the
approximation quality of only two BRDF-clusters. Consider
also the reconstructed samples in figure11. Similar obser-
vations were made for all measured materials and can be
expected from all textures containing parts with resembling
reflectance behaviour.

The reason for this observation is the increased variance
for the view-dependent texture arrangement which is due
to two reasons: first the variance inBTFBrdf depends only
on the complexity of the surface i.e. onspatialvariation of
reflectance properties and shadowing- and masking-effects
while in BTFTex additional variance is introduced by the
measurement process i.e. registration-errors and filtering.
Second, specularities introduce strong variance among the

textures, while their variation across the BRDFs depends
only on material structure.

Another great advantage of the BRDF-wise arrangement
arises from the fact that the spatial sampling density is usu-
ally higher than the angular one (|I | > |M|). The memory
needed for an additional cluster is given by the number of
the used principal components which have dimension|I | or
|M| respectively. In the above case|I | ≈ 10∗ |M| what is
also reflected in table2. In a typical case withk = 32,c = 8
a compression ratio of about 1:100 against 1:10 is achieved.
In this context, the BRDF-wise approach is especially suited
for materials that contain both high- and low-frequency sur-
face structure and therefore require a high spatial sampling
frequency.

Since the BRDF-wise arrangement outperforms the ar-
rangement as view-dependent textures, the remaining text
will always assume the first data arrangement and therefore

will assume the index Brdf ofBTFBrdf andEBrdf.

k\c 4 6 8 10

Tex 2 3.2 4.9 6.4 8
Brdf 0.84 1.25 1.68 2.09

4 6.3 9.5 12.7 15.9
1.15 1.73 2.3 2.9

8 12.6 18.9 25.3 31.6
1.78 2.68 3.57 4.46

16 25.2 37.8 50.4 63
3.04 4.6 6 7.6

32 50.4 75.5 100.8 125.9
5.6 8.4 11.1 13.9

Table 2: Size of the local PCA-compressed data inmillion
bytesdepending on the number of clusters k and components
c. The data format is 16-bit float.

4. Real-Time Rendering

In general accurate rendering algorithms have to compute
results approximating the rendering equation for every sur-
face pointx by computing outgoing radianceLr as follows
(neglecting emissive effects):

Lr (x,v) =
∫
Ωi

BRDFx(v, l)Li(x, l)(nx · l)dl

Here,BRDFx denotes the BRDF for pointx, Li denotes
incoming radiance,nx is the surface normal andΩi is the
hemisphere overx. Employing measured BTFs, the follow-
ing approximation results:

c© The Eurographics Association 2004.

58



J. Meseth, G. Müller, M. Sattler, R. Sarlette & R. Klein / Acquisition and Real-Time Rendering of Textile

Lr (x,v)≈
∫
Ωi

BTF(x,v, l)Li(x, l)dl (1)

The area foreshortening term is removed since this effect
is represented in the measured BTFs already.

4.1. Point Light Source Illumination

In the presence of a finite number of point light sources only,
the integral reduces to a sum. Approximating the BTF by the
clustered Eigen-BRDFs, the above equation reduces to

Lr (x,v)≈
n

∑
j=1

c

∑
l=1

αl ,k(x)El ,k(x)(v, l j )Li(x, l j )

Here,n denotes the number of light sources,α denotes
the projections on the respective basis vectors as in sec-
tion 3.3, c is the number of components from the clustered
Eigen-BRDFsEk(x),l andk(x) is the cluster or material in-
dex. Since the BTF was sampled for fixed light and view di-
rections only, linear interpolation is employed to support ar-
bitrary view and light directions, resulting in the final equa-
tion which has to be evaluated on graphics hardware:

Lr (x,v)≈
n

∑
j=1

∑
ṽ∈N(v)
l̃∈N(l j )

wṽ,l̃

c

∑
l=1

αl ,k(x)El ,k(x)(ṽ, l̃)Li(x, l j )

By N(v) we denote the set of neighboring view direc-
tions ofv, for which data was measured (N(l j ) respectively),
while w denotes an interpolation weight.

Rendering algorithms for this approach have to optimize
performance by optimizing the time for reconstructing BTF
values and optimizing the overhead for interpolation of the
closest BTF samples. Both goals can efficiently be reached
using graphics hardware - to be precise: employing fragment
programs and hardware supported filtering - although spe-
cial efforts have to be made to achieve the second goal using
current graphics hardware which usually does not support
quadri-linear filtering. In the following text, first efficient 4D
interpolation will be addressed and then an efficient frag-
ment shader implementation will be presented.

4.1.1. Efficient Interpolation

The presented implementation from Schneider [Sch04] em-
ploys an approach similar in style to Liu et al. [LHZ∗04]: the
tri-linear filtering capabilities of graphics hardware are used
to interpolate the view direction and the polar angle of the
light direction. The final step for 4D filtering is performed
manually by blending two, tri-linearly filtered values with
closest azimuth angle in light direction.

The crucial decision for achieving accurate results for 4D
filtering using 3D filtering hardware is parameterization of
the data to be filtered. Since our data is sampled from direc-
tions approximately equally distributed over the hemisphere
we have to find a mapping from the hemisphere to a rectan-
gular grid which preserves this uniform sampling i.e. which
ensures that the viewing and lighting directions correspond-
ing to a uniform sampling grid of the parameter space are
evenly distributed on the hemisphere.

Such a mapping, which is commonly employed in com-
puter graphics, is parabolic mapping [HS98]. Directions
(rx, ry, rz)t = (cosφsinθ,sinφsinθ,cosθ)t with θ ∈ [0,π] and
φ ∈ [0,2π] are mapped to points(s, t) ∈ [0,1]2 on the rectan-
gular surface as follows:

(
s
t

)
=− 0.5

rz+1

(
rx

ry

)
+

(
0.5
0.5

)
(2)

Given this mapping, the Eigen-BRDFs can be reparame-
terized as follows:

Ei,k(x)(θv,φv,θl ,φl ) = Ẽi,k(x)(sv, tv,sl , tl )

This reparamaterized representation can be used for hard-
ware accelerated rendering by discretizing the lighting pa-
rametertl as{tl1, . . . , tln}. A set of functions with fixedtl for
all n provided values oftl is created and stored in a 3D tex-
ture

Si(sv, tv,sl ) = Ẽ j,k(x)(sv, tv,sl , tl i ).

Now the interpolation in thesv, tv and sl dimension are
performed by the hardware and the fragment shader has to
handle only the interpolation in the fourth dimensiontl by
itself. This is done by performing two texture accesses and
linearly interpolating the results afterwards.

Ẽ j,k(x)(sv, tv,sl , tl ) =


S0(sv, tv,sl ) , tl < tl0
Sn(tl )−1(sv, tv,sl ) , tl ≥ tln(tl )−1

(1−w)Si(sv, tv,sl )
+wSi+1(sv, tv,sl ) , tl i ≤ tl < tl i+1

with w = (tl − tl i )/(tl i+1 − tl i ).

In practice the sequenceSi(sv, tv,sl ) of volume textures
is combined into a single volume texture and loaded into
graphics hardware. The texture is indexed by the texture co-
ordinates

(sv, tv,z1 = tl i +
sl

n(tl )
)

(sv, tv,z2 = tl i+1 + sl
n(tl )

)

The cost of an Eigen-BRDF interpolation is therefore two
texture accesses and one linear interpolation.
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Figure 12: Layout of the fragment shader for LPCA-rendering. Interpolation of tl is done manually.

4.1.2. Efficient BRDF Evaluation

The remaining data required for reconstruction of the BTF is
stored in another texture as depicted in figure12. The rect-
angular texture stores material cluster indices together with
sets of floating-point PCA weightsα which determine, how
the components of the indexed Eigen-BRDFs are to be com-
bined.

In order to avoid the fragment shader’s online effort of cal-
culating the viewing parameters(sv, tv) from (θv,φv) accord-
ing to equation2 the mapping is precomputed and stored in
a texture. Therefore the hemisphere of directions is sampled
densely and for every direction the corresponding(sv, tv) is
stored in a cube map. In addition to(sv, tv) alsoz1,z2 andw
values are precomputed and put into a second cube map.

Another issue is dealing with the floating point representa-
tion of the Eigen-BRDFs. Since nVIDIA’s GeForce FX only
supports 3D textures with 8-bit precision every Eigen-BRDF
is quantized to 8-bit separately yielding scaling factorssj,k.
To compensate for this every floating-point PCA weightα j,k
is divided by the corresponding scaling factorsj,k in order to
avoid performing the rescaling at runtime. As a result, two
different 3D textures (one for the mean and one for the com-
ponents) are used.

The rendering process as encoded in the fragment shader
is depicted in figure12. The fragment program’s inputs are
standard texture coordinates, the eye and light positions, and
a per-pixel coordinate system, which is interpolated from the
local coordinate systems at the vertices which are specified
with the geometry and stored in display lists.

At first view and light directions are computed and trans-
formed into the pixel’s coordinate system. Using the cube
maps, the texture coordinates(s, t) for the reparameterized
Eigen-BRDFs and the interpolation weight are looked up.
Next, using the texture coordinates, cluster indices and PCA
weights for every pixel on the screen are looked up. The clus-
ter index and(s, t) are combined and used to select the ap-
propriate RGB components from the appropriate 81x81x3

vectors representing thec Eigen-BRDFs of the current clus-
ter. Combining the PCA weights of the current pixel with
the RGB components, two trilinearly interpolated colors are
computed. In a final step, these colors are multiplied with
their respective interpolation weights and the results are
summed to form the final color of the pixel.

Mipmapping the BTF can simply be implemented by
executing the shader instructions twice (once for the cur-
rently best mipmap level and once for the next best mipmap
level) and interpolating the resulting colors. Bilinear, spa-
tial interpolation is currently not supported since the ad-
ditional overhead is prohibitiv. Fortunately, hardware sup-
ported full-screen antialiasing can reduce potential artefacts
significantly.

The presented rendering method was implemented on a
NVidia Geforce FX 5950 graphics board and tested with
several models and BTF-data from the BTF Database Bonn
[BTF]. For moderate projection sizes of the models of about
640×480 and a limited number of PCA components (up to
four) the models render with interactive to real-time frame
rates well over 10 fps which is sufficient for most cloth ren-
dering applications but has to be improved to be useful e.g.
in computer games. Examples of rendered images are shown
in figure13

4.2. Image-Based Lighting and Shadows

The approach of lighting scenes with point or directional
light sources is very widely spread in computer graphics
and especially Virtual Reality (VR) applications due to its
simplicity and the existing support in graphics hardware and
graphics APIs. Despite this frequent use, point and direc-
tional light source illumination tends to appear synthetic
since real-world light sources usually differ significantly
from these simplified types of lights. In reality, large frac-
tions of the incoming radiance result from indirect lighting
e.g. from walls in buildings or clouds and the air in outdoor
scenes. Since real-time cloth visualization tries to achieve
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Figure 13: Results from the local PCA rendering algorithm for varying numbers of PCA components. Top left: mean only,
top right: mean and 4 components, bottom left: mean only, bottom right: mean and 2 components. While the rendered detail
increases significantly in the top row pictures as visible in the closeups, the quality of the wool improves only slightly.
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as realistic as possible results, integration of such complex
lighting scenarios represents an important goal of rendering
algorithms.

Correctly simulating the light interchange of objects in
the scene constitutes a partially not understood but defi-
nitely run-time intense task which can usually not be com-
puted in real-time. Existing real-time applications there-
fore make simplifying assumptions like omission of inter-
reflection between the lit objects and the remaining scene
and very distant lighting environments. Many approaches
further neglect self-shadowing and self-interreflections of
the lit object and additionally assume either fixed, spatially
varying BRDF types [HS99, MLH02, MMK04a], fixed type
[KVHS00] or general isotropic [KS00, LK02] BRDFs.
Others include self-shadowing and self-interreflections,
allow interactive changes of the lighting environment
but assume low-frequency lighting and spatially fixed
[RH01, RH02, SKS02, LK03, SHHS03] or spatially varying
BRDFs [SLSS03, MMK04b], or do not achieve real-time
frame rates yet [NRH03, NRH04].

4.2.1. Illumination and Material Representation

In the remaining text the approach of Müller et al.
[MMK04b] will be presented since it applies to BTFs and
especially local PCA encoded BTFs which were presented
in the previous section. The method assumes a very distant
illumination environment which allows to drop the spatial
dependence of the incoming light in equation1. In addition,
low frequency lighting is assumed which can efficiently be
represented in a low-order Spherical Harmonics basis expan-
sion (a very comprehensible introduction to spherical har-
monics is given in [SKS02]). Representing incoming radi-
anceLi and BTF for each texelx and view directionv in an
n-th order (typically n=5) SH-basis expansion yields:

Li(l) ≈
n2

∑
j

a jy j (l)

BTF(x,v, l) ≈
n2

∑
j

bx,v
j y j (l)

wherey j denote the Spherical Harmonics basis functions
and the projection coefficientsa j andbx,v

j can be obtained
via numerical integration. Due to the ortho-normality of the
SH basis the lighting-integral now reduces to a simple dot
product:

Lr (x,v) =
〈
bx,v,Mx(ai)

〉
(3)

Hereai) andbx,v denote the vectors of stacked SH coef-
ficients andMx denotes a high-dimensional transfer matrix
[SKS02] which rotates the lighting environment into the lo-
cal coordinate frame and additionally encodes for example

large scale shadows and inter-reflections. Transfer matrices
can efficiently be computed using Monte-Carlo light simu-
lation. To combine low-frequency image-based lighting with
local PCA encoded BTFs,Mx is expanded into a local PCA
basis as well:

Mx ≈
cM

∑
j=0

αx, jm j,kM(x).

The view-dependent SH-coefficients for every BTF-texel
can be reconstructed from the mean and Eigen-BRDF SH-
coefficientsev

j,kM(x):

bv,x ≈
cB

∑
j=0

·ev
j,kM(x)

The cluster index look-up is denoted withkM() for the Ma-
trix clusters andkB() for the BTF clusters. Now equation3
can be expressed in terms of the LPCA components:

Lr (x,v)≈
cM

∑
j=0

cB

∑
m=0

αx, j βx,m

〈
ev

m,kM(x,m j,kM(x)(ai)
〉

(4)

The equation reduces the computation of the lighting in-
tegral for a fixed lighting environment to a simple weighted
sum of dot products that can be precomputed independently
from screen resolution and mesh-complexity. The dot prod-
ucts

λv
m,kB, j,kM

(ai) =
〈
em,kM ,m j,kM (ai)

〉
must be recomputed only if the lighting vectorai changes.

Of course the cost for this computation increases with the
number of clusters and components since|kM | · (cM + 1)
matrix-vector multiplications and|kB| · |kM | ·(cb+1) ·(cM +
1) · |v| dot products have to be computed for each color chan-
nel. In cases when the rendering speed is decreased too much
due to this precomputation, one can temporarily reduce the
number of matrix or BTF components thereby trading qual-
ity for speed. Such situations will occur when lighting en-
vironments are rotated around the object - or equivalently if
the object is turned in the fixed lighting environment. Since
quality losses in situations of changing lighting are less vis-
ible to the user, reducing the quality does not impact the us-
ability of this method significantly.

4.2.2. Real-Time Rendering

Rendering meshes covered with LPCA encoded BTFs in en-
vironments with arbitrary lighting (represented as environ-
ment maps) consists of two steps: precomputing the param-
eters for the current lighting situation on the CPU and ren-
dering the mesh using these parameters.

To efficiently access the precomputed PRT values
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Figure 14: Schematic setup of the fragment shader for image based lighting of local PCA encoded BTFs

λv
m,kB, j,kM

during hardware supported rendering they are
stored in parabolic hemispherical maps [HS98]. That
way, interpolation between sampled view-directions can
be achieved employing the bilinear filtering capabilities of
graphics hardware. In all conducted tests a resolution of
16×16 texels led to satisfying results.

Since current graphics hardware prohibits linear interpo-
lation of floating-point valued textures (this limitation will
be removed with nVIDIA’s NV40 chip), one has to map
the high-dynamic range PRT values to 8 bit integers. Since
the values differ significantly but can roughly be categorized
into four categories (one category form = j = 0, a second
for m= 0 and j 6= 0, a third form 6= 0 and j = 0, and a fourth
for m 6= 0 and j 6= 0), four different scaling values are com-
puted, applied to the PRT values before storage in a texture
and the inverse factors are sent to the graphics board.

During rendering, special attention has to be payed to the
way the models are rendered due to the matrix clusters which
are assigned to vertices only, other than the BTF clusters
which are assigned per pixel. Therefore one has to make sure
that in each rendering pass only triangles belonging to a sin-
gle matrix cluster are rendered and that the rendering results
for triangles whose vertices belong to different clusters are
blended appropriately to achieve smoothly changing lighting
over the triangle.

Therefore, a setup similar to Sloan et al. [SHHS03] is
used. The triangles of the mesh are sorted into bins accord-
ing to the matrix clusters of the vertices of the triangles (i.e.
whenever at least one vertex of the triangle belongs to the
matrix cluster assigned to the bin, the triangle is inserted into
the bin). For every triangle in every bin three Boolean pa-
rameters indicating whether the vertices belong to the bin’s
cluster are stored. At run-time the triangles in the bins are
rendered independently. Taking into account the Boolean pa-
rameters, only vertices belonging to the bin’s rotation cluster
contribute to the partial image produced by the bin. The par-
tial results are accumulated by setting the blending mode to
add.

Other than in Sloan et al. [SHHS03], the functionality of
the employed vertex shader is limited to computing the local
view direction and setting the matrix cluster weights to zero
if the Boolean parameter of the vertex is set to false. The ma-
jority of computation is performed in the fragment shaders
(see figure14 for a schematic description). The inputs to the
shader are the texture coordinates of the current fragment,
the local view direction (which is interpolated from the local
view directions at the vertices), the matrix cluster index and
the interpolated matrix cluster weights. Based on the texture
coordinates the material cluster index and the material clus-
ter weights are lookup up. The local view direction serves as
index into a cube map that returns corresponding Parabolic
Map coordinates. Based on these coordinates, the matrix and
material cluster indices, PRT values are looked up from a 2D
texture - one for each material and matrix cluster. The final
color of the fragment is computed according to equation 3.
Please note that figure14 omits the necessary scaling of the
8 bit PRT values.

The described rendering algorithm was implemented on
an Intel Pentium IV 2.6 GHz processor with a GeForce FX
5900 graphics board using OpenGL.

Precomputing the PRT values whenever the light situation
changes takes about 0.8 seconds for 32 matrix clusters, 8 ma-
trix components, 16 BTF clusters and 4 BTF components -
a high-quality setting that suffices for the tested models and
materials. Since this number is much too high for interac-
tive light changes, a smaller numbers of components is cho-
sen whenever the model is rotated in the environment (i.e.
only 4 matrix and 1 BTF components). Since the prepro-
cessing time decreases approximately linearly with the num-
ber of clusters and components, the precomputation time
is reduced so much that even real-time navigation becomes
possible. Although not implemented in the framework, this
technique naturally applies to varying lighting environments
(e.g. due to video textures) as well.

Rendering times for the meshes mainly depend on the
screen projection size of the model and on the number of
components (both matrix and BTF) employed. Models pre-
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Figure 15: Avatar wearing different cloths in the Shop (left) and UBO (right) environment.

sented in this tutorial section render at close to real-time
frame rates (about 12 fps) even at high resolutions. These
frame-rates can as well be achieved for models covered with
multiple BTFs.

Figure 15 shows pictures of an avatar wearing clothes
made of different materials stored as LPCA encoded BTFs
which are lit by image-based lighting. The large-scale shad-
ows are clearly visible. Please note the different color tones
in the images resulting from the differently colored light-
ing environments. Figure16compares the appearance of the
Max Planck bust lit by several different lighting environ-
ments and demonstrates the effect of large-scale shadowing.

5. Conclusions

In this tutorial, the necessity of realistic material represen-
tations for realistic cloth visualization was demonstrated.
Methods and algorithms for acquisition, compression and
real-time rendering of such realistic materials represented as
BTFs were presented and compared, and results of these ap-
proaches were shown.
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Abstract  
In this chapter, we describe two methods for cloth animation in real-time. These two algorithms work in a 
hybrid manner exploiting the merits of both the physical-based and geometric deformations. They make use 
of predetermined conditions between the cloth and the body model, avoiding complex collision detection and 
physical deformations wherever possible. Garments are segmented into pieces that are simulated by various 
algorithms, depending on how they are laid on the body surface and whether they stick or flow on it. Tests 
show that these methods are well suited to fully-dressed virtual human models, achieving real-time 
performance compared to ordinary cloth-simulations. 

_________________________________________________________________________ 
 

1 Introduction 

One of the most challenging areas in research is in the 
development of a robust methodology for simulating 
clothes in real-time. In order to define a cloth 
simulation system that is able to simulate complex 
garments realistically, whilst maintaining a reasonable 
computation time, a deeper study of the cloth model and 
the identification of its behaviour at different levels are 
necessary. 

This study is not intended to integrate yet another 
more precise physical model of garment behaviour, but 
rather focus on the real-time constraints for the 
simulation and the visual cloth motion features to which 
an observer is sensitive. Most of the existing approaches 
use a general-purpose simulation method using collision 
detection and physical simulation for the whole 
garment. Unfortunately, simulations that simply 
calculate all potentially colliding vertices may generate 
a highly realistic movement, but do not provide a 
guaranteed frame time. A new simulation model should 
be implemented that avoids heavy calculation of the 
collision detection and particle system wherever 
possible.  

Our assumption is that the whole cloth does not need 
to be simulated with a general-purpose simulation 
method; instead many optimizations can be made. For 
example, the trouser will never collide with the arms. 
Collision detection may be simplified by restricting the 
collision detection to only potentially colliding surfaces. 
Also, stretched garments do not need to be simulated 
with a complex physical method. It can be simply 
simulated by keeping an offset between the garment and 
the underlying skin surface. By making use of 
predetermined conditions between the cloth and the 
body model, the computation cost can be greatly 
reduced. We call these cloth simulation methods that 
are based on pre-determined conditions as "context-
specific" simulators. In the remaining of this chapter, 
we will describe two of them. 

The first approach [COR 02] works in a hybrid 
manner exploiting the merits of both the physically 
based and geometric deformations. Garments are 
segmented into pieces that are simulated by various 
algorithms, depending on how they are laid on the body 
surface and whether they stick or flow on it. Tests show 
that the method is well suited to fully-dressed virtual 
human models, achieving real-time performance 
compared to ordinary cloth-simulations.  
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The main idea of the second approach [COR 04] 
consists of developing a cloth simulator that can learn 
the cloth behaviour through a sequence of pre-computed 
cloth simulation. This approach enables us to simulate 
the garment features such as wrinkles, gathers… in real-
time. We setup the problem as simulating the garments 
in two phases. The first phase, a rough mesh reproduces 
the dynamic behaviour of the garments. Its physical 
properties are defined by the pre-calculated sequence. 
In the second phase, the fine mesh simulates the details 
of the garments. 

2 Previous Work 

The history of research on real-time cloth is relatively 
recent. Researchers have concentrated mainly on two 
aspects of real-time cloth animation: simulating the 
physical properties of garments and collision handling. 

2.1 Numerical solvers 

Probably the most common technique for simulating the 
physical properties of clothes is the particle system. 
Simulation process is broken down into calculating the 
internal forces and solving the system of partial 
derivative equations (PDE). The latter point has 
attracted much interest in the field of real-time 
applications, since it requires high computation power. 

The explicit Euler method [BAR 98] has been one of 
the first numerical solvers. Unfortunately, this method 
is notorious for its instability when using large time 
steps and stiff equations. Several improvements have 
been proposed to reduce instability, such as the Verlet 
integration [KAC 03] and the explicit Euler combined 
with inverse dynamics [PRO 95] [VAS 01]. 
Unfortunately, the simulation quality is sacrificed in 
favour of computation speed, due to the approximations 
employed in these models. 

The implicit Euler method presented by Baraff et al. 
[BAR 98] performs the computation not by using the 
derivative at the current time, but the predicted 
derivative at the next time step. Unlike explicit Euler 
integration, the implicit Euler method offers higher 
stability while using large time-steps and clothes with 
stiff mechanical properties. A major drawback of this 
numerical solver, however, is the computation of a large 
linear system,  

More recently, researchers worked on saving the 
computation time of the linear system solver. Desbrun 
et al [DES 99] proposed solving the linear system with a 
pre-computed inverse matrix. Kang et al. [KAN 02] 

proposed further optimization with a direct update 
formula for the positions and velocities of the cloth 
vertices. As indicated by the authors, these methods are 
not intended to provide a physically-correct cloth 
animation. Our approach to that problem is a data-
driven mass-spring system: the simulation is corrected 
with a set of functions built from the pre-simulated 
animation. By doing so, we bring the deformation of the 
mass-spring system closer to the original cloth 
behaviour. 

Another approach to fast garment deformations is 
hybrid approaches. Several researchers have noted that 
wrinkle deformation is geometric in nature and 
therefore can be computed with a geometric method. 
Wrinkles can be generated either by tessellating the 
cloth mesh [KAN 02] or rendering details on texture 
using bump mapping [HAD 99]. The main difficulty is 
defining a fold function that can simulate all kinds of 
wrinkle patterns. Moreover, determining the location 
and shape of wrinkles is left to CG artists. One of our 
contributions is a geometric wrinkling method that is 
“trained” by using a pre-simulated cloth sequence, 
rather than relying on users. 

2.2  Collision handling 

Collision detection is usually one of the bottlenecks in 
real-time animation. The problem is particularly acute 
in the case of clothes because these objects are highly 
deformable. Some methods exploit graphics hardware 
to compute collisions on bump maps [VAS 01]; others 
use implicit surfaces to check collisions on the body 
[RUD 00], or voxel trees, which partition the space 
hierarchically [MEY 00]. Using frame coherency to 
reduce computation cost has been explored by Zhang et 
al [ZHA 02]. In this work, we propose a data-driven 
collision detection method; we use the pre-simulated 
sequence to localize the collision checks to 
neighbouring cloth regions that have high probability to 
collide. 

2.3 Data-driven approaches 

The idea of building an interpolator from examples or 
pre-simulated data has proven to be a valuable tool in a 
variety of areas of CG, e.g. for modelling a variety of 
human body shapes and for motion synthesis. The basic 
idea is to build an interpolation space filled with a set of 
pairs of input parameters and the targeted graphical 
objects. During the run-time simulation, given an input, 
the interpolator will produce the corresponding output 
by interpolating the examples available in the 
interpolation space. Cloth animation depends on a high 
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number of parameters and therefore a data-driven 
approach is difficult to adapt. Very recently, James et 
al. [JAM 03] resented such an approach, where physics-
based deformation and collision detection are both 
handled in a unified framework. By blending of pre-
computed orbits rather than using a mass-spring system, 
previous unseen results could be achieved, such as 
garments with stiff mechanical properties in real-time. 
However, they show little DoF to the clothes under 
simulation. 

3 Hybrid approach using geometric 
and physics-based deformations 

When observing a garment worn on a moving character, 
we notice that the movement of the garment can be 
classified into several categories depending on how the 
garment is laid on and whether it sticks to, or flows on, 
the body surface. For instance, a tight pair of trousers 
will mainly follow the movement of the legs, whilst a 
skirt will float around the legs. The first part of the 
study is to identify all the possible categories: 

 Garment regions that stick to the body with a 
constant offset. In this case, the cloth follows exactly 
the movement of the underlying skin surface. 

 Garment regions that flow around the body. The 
movement of the cloth does not follow exactly the 
movement of the body. In case of a long skirt, the left 
side of the skirt can collide with the right legs.  

 Garment regions that move within a certain 
distance to the body surface are placed in another 
category. The best examples are shirtsleeves. The 
assumption in this case is that the cloth surface always 
collides with the same skin surface and its movement is 
mainly perpendicular to the body surface. 

These three categories are animated with three 
different cloth layers (Figure 1). The idea behind the 
proposed method is to avoid the heavy calculation of 
physical deformation and of collision detection 
wherever possible, i.e. where collision detection is not 
necessary. The main interest of our approach is to pre-
process the target cloth and body model so that they are 
efficiently computable during runtime. The skin and the 
garment are divided into a set of segments and the 
associated simulation method is defined for each. For 
each layer, we propose solutions and explain why they 
have been chosen. 

Third Layer 
Second Layer 
First Layer 

 
Figure 1: Segmentation of garments. 

3.1 Layer 1: “Stretch clothes” 

Tight clothes keep constant distances with the 
underlying skin surface. The deformation of this layer 
follows the deformation of the underlying skin. We 
choose to use the skin deformation method to animate 
this layer. This method does not involve any collision 
detection or physical deformation. It has no impact on 
the calculation time. Therefore, it is necessary to 
construct the skeletal information of this cloth layer. 
This information is defined by mapping the attachment 
information of the underlying skin to these cloth 
vertices. Each vertex of the garment mesh is associated 
to the closest triangle, edge or vertex of the skin mesh.  

Cloth 

Skin

C

C’

S1 

S2

S3

 
Figure 2: Mapping of attachment information 

In the Figure 2, the garment vertex C is in collision 
with the skin triangle S1S2S3. We define C’ as the 
closest vertex to C located on the triangle S1S2S3. We 
then define the barycentric coordinates of C’ with S1, S2 
and S3. The attachment information of C is calculated 
by combining the attachment information of S1, S2 and 
S3 weighted with the barycentric coordinates. 
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3.2 Layer 2 “Loose cloth” 

For loose clothes, the relative movements of clothes to 
the skin remain relatively small, keeping a certain 
distance from the skin surface. To get an intuitive 
understanding of such cases, consider the movement of 
sleeve in relation with the arm: for a certain region of 
the garment, the collision area falls within a fixed 
region of the skin surface during simulation. With this 
in mind, the scope of the collision detection can be 
severely limited. A basic assumption made is that the 
movement of the garment largely depends on that of the 
underlying skin and yet it should not follow the skin 
surface rigidly. It is necessary to simulate the local 
displacement of the garment from the skin surface.  

Two different methods have been developed, one for 
cloth deformation on the limbs (trousers and sleeves), 
the other one for the deformation of cloth on the trunk. 

3.2.1 Sleeves and trousers 

In this approach, we use the assumption that cylinders 
can approximate the limbs. 

 

Skin layer 

Cloth layer  
Figure 3: Cross section of a limb with a garment 

Each vertex is kept on a disc that is attached to the 
skin. 

 Initially, the position of the disc centres are 
calculated using the attachment information defined in 
the pre-processing stage. They are obtained by mapping 
the attachment information of the underlying skin to the 

cloth vertices. The axe of the discs is parallel to the 
limb joint. 

 During simulation, the movement of the vertices 
on their disc follows the equation of the rigid body 
motion. Vertices move independently to each other. 
Using the 2nd Newton's law, velocity and position are 
easily calculated with gravity force. In case a vertex 
leaves its disc, a kinematic correction [WIT 01] is 
applied to the velocity and the position to put the vertex 
back on the disc surface. The Figure 3 shows a cross-
section of a limb with a garment. 

The size of the disc is a function of the angle 
between the cloth acceleration vector and the normal to 
the skin surface. The cloth acceleration vector is the 
subtraction of the gravity to the acceleration of the 
associated skin surface. This function is defined in a 
way that the size of the disc follows roughly the 
catenary shape, i.e. the shape of a hanging wire. It can 
be proven that if a heavy flexible cable is suspended 
between two points, then it takes the shape of a curve 
with the equation: 

 cosh xy c a
a

⎛ ⎞= + ⎜ ⎟
⎝ ⎠

.  

 Figure 3 gives an example of the variation of the 
size of the disc along the body surface. 

We approximate the limbs (arms, legs…) to 
cylinders and then in order to determine the size of the 
discs for the cloth deformation we consider the equation 
of the circle (the cylinder that approximates the limb) 
and the equation of the catenary (the garment hold by 
the limb) as shown on the graph in Figure 4. 

The equation of the half disc of diameter 2r in 
Cartesian coordinate system (x, y) is: 

2 2y r x= ± − . 

The equation of the catenary in the same coordinate 
system (Figure 4): 

cosh coshx ry a
a a

⎛ ⎞= −⎜ ⎟
⎝ ⎠
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Figure 4: Equation of the catenary and the disc 

where 2r is the diameter of the limb and a is the 
scaling factor of the catenary curve. It is used to control 
the size (largeness) of the garment. We define the ideal 
size of the disc as the difference of the two equations 
above:  

2 2cosh coshx ra r x
a a

⎛ ⎞− − −⎜ ⎟
⎝ ⎠

 

We define a quadratic equation to approximate the 
size of the disc. This equation should be fast to 
compute, as it will be used intensively to calculate the 
movement of every vertex at every frame. This 
approximation is done by fitting the polynomial 
function P(x) to the three points P0(x=-r), P1(x=0) and 
P2(x=r). 

2

( ) 1xP x C
r

⎛ ⎞⎛ ⎞= −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

 where 1 cosh rC a r
a

⎛ ⎞= − +⎜ ⎟
⎝ ⎠

 

In this equation, C is a constant that is related to the 
size (largeness) of the cloth. This parameter is defined 

by the user at the pre-processing stage. The term 
2x

r
⎛ ⎞
⎜ ⎟
⎝ ⎠

 

is calculated with sin x
r

θ = .  

sinθ  is evaluated by projecting the acceleration 
component OA  to the normal ON  of the skin surface 
as shown in  Figure 5. OA  is the acceleration applied 
to the cloth. It is the subtraction of the acceleration of 
the skin vertex O to the gravity component.  

A N 

θ 

θ

X

Y

Skin layer 

Ο 

 
Figure 5: Computation of the disc diameter 

This method ensures that the rest shape of the 
garment takes the shape of real garment hanged on a 
limb. All the discs containing the vertices are parallel to 
their corresponding limb joints. This ensures that every 
vertex of the same limb will fall down to the same side 
on the limb, even in case the direction of the limb is 
almost vertical. If the limb is perfectly vertical, the 
result is unpredictable. However, this case never 
happens in practice. 

 

 
Figure 6: Deformation of sleeves 

In this method, no collision detection on surfaces is 
necessary. Our particle system is very simple, each 
vertex moves independently. Therefore, the acceleration 
applied on vertices is constant. The stability of the 
system does not depend on the time step duration. The 
resulting motion of the garments provides the 
appearance of dynamic movements as well as the shape 
of real clothes. An example of a sleeve deformation is 
shown on Figure 6. 
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3.2.2 Clothes on the trunk 

The hybrid technique described in Section 3.2.1 works 
well if the skin surface can be approximated by a 
moderately thin cylinder and the movement of the 
garment is more or less perpendicular to the skin 
surface. This assumption is true for the arms and legs; 
the friction prevents the garments to move along the 
limbs. In such cases, vertices are considered to move 
independently of each other. However, such an 
assumption cannot be made for garment regions around 
the trunk where, unlike the arm, the movements of the 
garment are driven not only by the torso but also by the 
potentially complex movement of the shoulder and the 
arm. To get an intuitive understanding of the problem, 
consider a shirt worn by a virtual human who is raising 
its arms. The whole garment around the torso part 
moves along the vertical direction as the arms are 
raised. This implies the necessity to simulate the elastic 
property of the tissue. Therefore, a dedicated method 
for cloth deformation on the trunk has been developed. 

A simplified mesh composed of 42 nodes is 
animated using a simplified mass-spring system. The 
movement of these nodes is driven by two interactions: 
gravity and springs in connection with neighbouring 
nodes. Each of these nodes is a control point used to 
deform the cloth mesh on the trunk. These control 
points are uniformly placed on the trunk, they form a 
grid of 3x4x3 points. Six additional control points are 
attached to the shoulder. These control points maintain 
the grid mesh on the trunk and prevent the mesh from 
falling due to the gravity. Each control point is included 
in a half-sphere that is attached to the skeleton. The 
collision detection algorithm verifies if each control 
point is contained within its corresponding hemisphere. 
In case the control point is not in its hemisphere, a 
kinematical correction is applied on the position and the 
speed. 

The cloth mesh is deformed with the Freeform 
Deformation method [BAR 84] using the position of the 
nodes of the simplified mesh. Our implementation uses 
a 3x4x3 control point lattice for the FFD and uses 
Bernstein polynomials as the basis functions. The 
example in  shows the grid, composed of the 36 green 
nodes. The weight values associated to the vertices, 
deformed by the FFD, are pre-calculated. 

3.4 Layer 3 “Floating cloth” 

Layer 3 is composed of vertices that freely float around 
the body. This will take care of cases, such as a large 
skirt floating around the legs. Any part on this skirt can 
collide with any part of the leg. The simulation of this 

layer uses a classical approach with particle system and 
collision avoidance. 

• Particle system: We use a simple mass-spring 
system. The simulation is performed using the 
Implicit Euler Integration proposed by Barraf et al. 
[BAR 98] and Volino et al. [VOL 00]. The 
garment is modelled by a simple mass-spring 
system. We consider two interactions: gravity and 
forces applied by the springs joining the particles. 

• Collision response: Calculating collision detection 
between the cloth and the skin mesh would not be 
feasible in real-time, therefore we use a simplified 
model of the body. Given the assumption that the 
floating clothes are mainly skirts, the collision 
detection is calculated for the legs only and two 
cylinders model each leg. By simply calculating 
the distances between the skirt and the four leg 
segments, the collision detection can be performed. 
It is possible to further optimize by restricting the 
number of collision distances that we compute for 
each segment. During the pre-processing stage, a 
list of possible colliding vertices is defined for 
each segment. This list is defined by calculating 
the distance between the vertices and the legs and 
the normal orientation for each vertex on the skirt. 
The collision response consists of applying a 
kinematical correction to the position and velocity 
of the colliding vertices. 

3.5 Computation speed 

Our method has been tested on several dressed virtual 
humans. Figure 7 illustrates how computational time 
changes with an increasing number of cloth triangles. 
The code was executed on a 1GHz PC with 512 MB 
RAM and a GeForce2 graphics card. The computational 
times do not include the deformation of the avatar skin 
and the real-time rendering. A simulation step 
corresponds to 0.04 seconds worth of real-time 
animation. 

The deformation of Layer 3 is in average thirteen 
times slower than the deformation of the Layer 2. This 
is because Layer 2 uses an optimized model with a 
simplified collision detection method and no integration 
method. The deformation of Layer 1 is even faster 
because it uses skeletal deformation. The Layer 3 
algorithm is able to simulate a maximum of 1,000 non-
tessellated polygons in real-time. In most cases, this is 
sufficient to produce aesthetically pleasing results. 
Another advantage is that most of the clothes can be 
animated using Layer 2. Layer 3 is used in only a 
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limited number of cases, such as large skirts or large 
trousers. 
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Figure 7: Computing time per iteration versus 

number of triangles. 

4 Data-driven cloth simulator 

We present a data-driven method for simulating clothes 
worn by 3D characters in real-time [COR 04]. To 
effectively optimize the physics-based deformation, 
which is the bottleneck of the simulation, we use a 
coarse representation of the cloth mesh to drive the 
gross behaviour in simulation. We consider that the 
gross cloth behaviour is driven mainly by two separable 
contributions: the skeleton-driven movement of the 
character and the mechanical properties of the cloth. 
This consideration was partly inspired by the hybrid 
real-time simulation method proposed in the previous 
section [COR 02], where a hybrid deformation method 
is used to combine dynamic surfaces with skeleton-
driven deformation (SDD). Unlike that method, 
however, our method exhibits significantly more 
efficient and realistic behaviour. This effect is achieved 
by focusing on the analysis of cloth movements in 
relation to its associated skin surface, and adopting a 
learning strategy. The idea is to use the analysis of the 
pre-simulated sequence to identify the region largely 
explained by joint movement and to replace the physics 
based simulation with geometric methods wherever 
possible. 

In our approach, the key ingredients of the new 
technique are associated with different facets of cloth 
simulation: First, our novel collision detection prunes 
out unnecessary collision tests by tightly localizing 
potentially colliding regions through the analysis of the 

cloth movement in relation to the skeleton. Second, we 
use the pre-simulated sequence to approximate the 
dynamic behaviour of the coarse mesh geometrically 
wherever possible. Finally, fine details such as wrinkles 
are also simulated in a data-driven manner, by using the 
pre-simulated cloth sequence as examples.  
Subsequently, real-time animation of fully dressed 
human could be generated, which would be suitable for 
applications such as games where visual plausibility is 
more important than accuracy. 

4.1 Simulation of the gross behaviour 

Due to the computational expenses of solving the full 
numerical system of the physics-based deformation, we 
seek simplifications by constructing a coarse mesh 
representation of the garment. The coarse mesh is used 
to deduce the gross behaviour of the cloth in a data-
driven manner, based on the input pre-simulated 
sequence. A number of optimization strategies are 
adopted: The two following sections describe a pre-
processing that constructs and segments a coarse mesh 
representation into different region types. We then 
describe in the next two sections the spring-mass system 
and collision handling of the coarse mesh at each frame 
of the simulation. Also described is the runtime process. 

4.1.1 Construction of the coarse mesh 

We begin by constructing a coarse representation of the 
given cloth model that will drive the gross behavior of 
the simulated garment.  

 

 
Figure 8: The fine and the coarse mesh. 

It consists of two following steps: (1) The cloth 
surface is partitioned into a set of patches as shown in 
Figure 8. (2) A coarse mesh representation is obtained 
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by combining a set of vertices in a patch into a single 
mass point located at the center. 

4.1.2 Identifying cloth-to-joint relations and region 
types 

Next we carry out cloth-to-skin (or body) attachment 
through skin fitting, by which the skinning data on the 
cloth mesh are approximated in such a way that the 
skinning-driven cloth shape best fits the simulated cloth 
shape throughout the whole pre-simulated sequence. 
The basic idea is to use the pre-simulated results as 
examples and find the error-minimizing skin data 
through optimization (Figure 9). An optimization 
approach, such as the one presented by Mohr et al. 
[MOH 03], has been adopted here. 

 

(b) 

(c) 

Residual 
Value 
(cm) 

- 0.7 

-13.4 

(a) 

 
Figure 9: (a) and (b) influence of the joints on the 

dress shown in colour, (c) quality of the fitting of the 
SDD data. 

The residual values of the fitting provide useful 
information on how the garments behave in relation to 
the body. In our approach, three regions are identified 
from the residual values of the skin fitting process 
(Figure 10): those that potentially interact with several 
joints, those that are loosely attached to the skeleton and 
those that are rigidly attached to the skeleton. 

The deformation of tight regions is directly 
computed with the Skeleton Driven Deformation 
(SDD). The use of SDD for these regions makes it 
possible to reduce the number of mass points in the 
mass-spring system. 

High residual values indicate much less dependency 
on a specific body region of the cloth movement. 
Therefore, an additional collision check is required to 
handle the interaction of the clothes with the whole 
body skeleton. A list of potentially colliding body 
patches is defined by selecting those that approach 
within a certain distance of the floating regions during 
the pre-simulated cloth sequence. 

 

Garments rigidly attached to 
the skeleton through SDD 
Garments for which the 
collision detection is made 
with collision hulls only 
Garments for which the 
collision detection is made 
with collision hulls and a 
predefined list of potentially 
colliding joints 

The three garment regions

 
Figure 10: The three regions computed on an 

analysis of the residual values.. 

4.1.3 Data-driven post-correction of the coarse 
mesh 

At each frame of the simulation, we compute the coarse 
mesh by a mass-spring system with the implicit Euler 
numerical solver [BAR 98]. The simulation run on the 
coarse mesh hardly reproduces the gross movement of 
the original cloth because the initial mesh has been 
significantly simplified (from 4000 to a few dozen 
vertices) and the topology has been modified. 
Moreover, unlike the simulator used for the pre-
simulated cloth sequence, the simplified mass-spring 
model does not accurately simulate the bending and 
shearing properties of the fabrics [VOL 00]. 
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Figure 11: Post-correction of the mass-spring 

system. 

We approach the problem by modifying the behavior 
of the mass-spring system through a fix-up process 
(similar to [MEY 00]) where the position and velocity 
of the coarse mesh vertices are modified in order to 
maintain the cloth shape as close as possible to the 
original one (Figure 11). 

Ideally, the local shape (e.g. position of the vertices 
in relation to their neighbors) should be a blend of those 
of the pre-simulated animation. This is achieved by 
constructing a set of functions of local shape 
deformation. Post-correction is accomplished with a 
function that evaluates the "ideal" position of the vertex 
given the position of its neighbors connected by the 
edges. The construction of these interpolators is 
described in detail in [COR 04] 

4.1.4 Collision hulls 

To prune unnecessary collision tests, we pre-compute 
what we term “collision hulls” that exploit the skin-to-
cloth relation obtained from the pre-simulated sequence. 
These are built once at the beginning of the simulation 
(prior to the runtime simulation) after the SDD has been 
computed on the coarse mesh, using the pre-simulated 

sequence. At each pre-simulated frame, we calculate the 
difference between the SDD motion model and the pre-
simulated cloth model in the local coordinate system of 
the SDD. After a sweep, we get a set of points that 
cover the path a patch takes during the simulation. The 
smallest convex hull (Figure 12 (b) and (c)) that 
contains all these points is generated for every patch 
using the “Quickhull” algorithm presented by Barber et 
al [BAR 96]. 

 

(b) (c)(a)

(d)  
Figure 12: Post-correction of the mass-spring 

system. 

Collision handling at runtime consists of correcting 
the position of coarse mesh vertices after every 
simulation step so that they remain inside their 
respective hulls. Thus, collision detection returns to 
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computing the inclusion of the particle in its associated 
hull; the Gilbert-Johnson-Keerthi algorithm [GIL 88] is 
ideally suited to this task. We used constrained 
dynamics [WIT 01] to handle the collision response (i.e. 
modification of position and velocity in response to 
collision detection). Collision detection is also 
computed between floating regions and skeleton joints. 

4.1.5 Runtime computations 

The real-time computation of global cloth movements is 
obtained with a mass-spring system together with the 
collision response and post-correction described above. 
The runtime computation of the coarse mesh is obtained 
in the following order: 

 Mass-spring computation 
 Post-correction  
 Collision response on hulls 
 Collision response on floating garments 

4.2 Generating garment details 

So far we have shown the first part of our simulation, 
that is, the coarse level simulation. We continue now to 
describe the second part of the simulation, by which 
detailed cloth shape such as wrinkles or folds are 
depicted. Again, the main challenge here is obtaining 
the highest possible realism while maintaining 
acceptable computation load, in order to meet the real-
time requirements. 

As recognized in earlier works [HAD 99] [KAN 
01], wrinkles can be efficiently animated with a 
geometric method as they are geometric in nature. 
Unlike previous methods, however, our wrinkling 
function is not hand-drawn, nor geometrically 
approximated, but rather trained from on the analysis of 
the pre-simulated sequence. 

In this work, we choose to represent the wrinkle 
displacement in the local coordinate system used for 
SDD. This makes our wrinkle parameterization 
invariant of all joints of higher hierarchy than the 
currently influencing joint. 

Several techniques exist for shape interpolation 
using examples, such as RBF or parametric 
interpolation. We have used linear interpolation in 
which coefficients are defined by multi-linear 
regression on the pre-simulated animation, since it 
provides satisfactory results at a very low computation 
cost. For every vertex x in a patch, the interpolator 
function takes the associated mass point in the coarse 
mesh, and its neighbors as input. To calculate the 
position of x from the input, the wrinkle interpolator 
interpolates the positions of the coarse mesh points, 
weighted by coefficients determined the regression 

model on the pre-computed animation (Figure 13). For 
further details on the construction of the wrinkle 
interpolator, we refer to [COR 04]. 

Main control point 
Neighbors 
Patch of a fine mesh 

P N1

N2
N3 

P 
N1

N2

N3 Frame 1 

Frame n 

Coarse Mesh 

 
Figure 13: Shape of the patch with respect to the 

positions of the control point P and its neighbours N1, 
N2, and N3. 

4.3 Results 

Our simulator behaves fairly well on a wide variety of 
clothes, including those with highly stiff mechanical 
properties. Figure 14 show the pre-processing and run-
time simulation results for the "cocktail" dress the 
"jean" outfit. Moreover, performance will increase due 
to the fact that the smallest number of triangles will be 
processed for the real-time rendering. 

However, the method may introduce flaws in 
simulation for some tight clothes, due to the 
approximate handling of collision detection. For some 
body movements, the skin surface may slightly intersect 
the cloth surface. Similarly, the same problem may arise 
for self-collisions on clothes. The deletion of the skin 
triangles covered by the garment surface can partially 
correct this drawback.  
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Another drawback of the simulator is that the 
quality of the simulation depends on the number and 
variety of examples – the pre-simulated sequence in our 
case. We refer to [COR 04] for a detailed description of 
the simulator performance when using different pre-
computed cloth simulation sequences. 

5 Conclusion 

Both techniques rely on the classification of the cloth 
vertices into the tight, loose and floating regions (see 
Section 3 and Section 4). Such classification has 
permitted to utilize methods that are optimized for 
specific cloth behaviors (i.e. context-specific 
simulators). These specialized methods are faster than 
general, versatile ones because they are based on strong 
assumptions about the movements of the garments in 
relation to the skin surface and thus they avoid doing 
unnecessary computation. 

Both techniques share the same idea: the cloth 
surface is attached to the skeleton and its deformation is 
computed in relation to it. In other words, garments are 
considered as a second skin layer and their movements 
closely related to the skeleton animation. With this idea 
in mind, the mechanical model and the collision 
detection have been adapted. 

However, the cloth simulation is restricted to 
clothes worn on bodies. While offering high 
computation speed, the cloth simulator cannot handle 
some cloth movements such as those appearing during 
dressing or undressing. More generally, the clothes are 
unable to interact with objects other than those that have 
been taken into consideration during the pre-processing 
phase. The list of objects that can potentially interact 
with clothes and the way these objects interact are 
defined at the pre-processing stage and cannot be 
changed during the real-time simulation.  
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Figure 14: Simulation of cocktail dress and jean outfit: segmentation (a), analysis of vertex movements (b), 

identification of the three regions (c), the resulting coarse mesh with collision hulls (d), samples of real-time animation 
(e). 

 

81



 

82



EUROGRAPHICS 2004 / M.-P. Cani and M. Slater            Tutorial Notes 
(Guest Editors) 

© The Eurographics Association and Blackwell Publishers 2002. Published by Blackwell 
Publishers, 108 Cowley Road, Oxford OX4 1JF, UK and 350 Main Street, Malden, MA 
02148, USA. 

Case study: the Pompeii Project 
(Tutorial Notes) 

Nadia Magnenat-Thalmann, George Papagiannakis, Frederic Cordier 

MIRALab, CUI, University of Geneva, Switzerland 

E-mail: {thalmann, papagiannakis, cordier}@miralab.unige.ch 

 

_________________________________________________________________________   
 

Abstract  
In this chapter we present our work on the LIFEPLUS EU IST project. LIFEPLUS proposes an innovative 
3D reconstruction of ancient frescos-paintings through the real-time revival of their fauna and flora, 
featuring groups of virtual animated characters with artificial life dramaturgical behaviours, in an 
immersive AR environment. The goal of this project is to push the limits of current Augmented Reality (AR) 
technologies, exploring the processes of narrative design of fictional spaces where users can experience a 
high degree of realistic interactive immersion. Based on a captured/real-time video of a real scene, the 
project is oriented in enhancing these scenes by allowing the possibility to render realistic 3D simulations of 
virtual characters in real-time. 

_________________________________________________________________________ 
 

1 Introduction 

Since antiquity, images were used as records of both 
events-lifestyles, as well as decorations. The possibility 
of reviving them, adds a new dimension in 
understanding our past. However, the recreation of 
historic environments for serious study, education and 
entertainment is not new, Arnold [ARN 00], although 
the methods for achieving the objectives have evolved 
considerably over time. Before the days of widespread 
books and printing, story tellers would conjure up 
visions of events and places, providing their listeners 
with an impression of realities (often augmented 
realities) elsewhere in time and space. Theatre, fine art 
and cinema have added to the richness of the explicit 
visual experience available to the viewer. They have 
made the interpretations of history more accessible to 
the general public, but at the same time narrowing the 
individual’s scope for personalized, interactive 
experience and visualization of the description of it. 
Historical frescos are a unique arrangement of “mise-
en-scene” elements that enhance the user experience by 
creating a set of compelling narrative patterns, alas 

however in a static, two-dimensional way. Mixed 
Realities, Milgram and Kishino [MIL 94], and their 
concept of cyber-real space interplay invoke such 
interactive digital narratives that promote new patterns 
of understanding in various contexts. In the context of 
cultural heritage sites such as the ancient city of 
Pompeii, would like to observe and understand the 
behaviors and social patterns of living people from 
ancient Roman times, superimposed in the natural 
environment of the city. In industrial environments, we 
would like to ‘employ’ virtual workers for training and 
maintenance reasons, in order to assist real ones. Since 
recently, AR Systems had various difficulties to manage 
such simulations in a fully interactive manner, due to 
hardware & software complexities in AR enabling 
technologies, Azuma et al [AZU 01]. 

2 Related Work 

A number of projects are currently based on AR 
integrated platforms, exploring a variety of applications 
in different domains such as medical, ART [ART 04], 
cultural heritage,  Stricker et al [STI 01] and  
Papagiannakis et al [PAP 02], training and maintenance, 
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Schwald et al [SCH 01] and Wohlgemuth and Triebfürst 
[WHO 00], and games, Thomas et al [THO 00]. Special 
focus has recently been applied to system design and 
architecture in order to provide the various AR enabling 
technologies a framework, Gamma et al [GAM 94], for 
proper collaboration and interplay. Azuma, [AZU 01], 
describes an extensive bibliography on current state-of-
the-art AR systems & frameworks. However, few of 
these systems take the modern approach that a realistic 
mixed reality application, rich in AR virtual character 
experiences, should be based on a complete VR 
Framework (featuring game-engine like components) 
with the addition of the “AR enabling Technologies” 
like a) Real-time Camera Tracking b) AR Displays and 
interfaces c) Registration and Calibration. 

3 A/R Framework Components 

Our AR platform is based on the VHD++, Ponder et al 
[PON 03], component-based framework engine 
developed by VRLAB-EPFL and MIRALab-UNIGE 
which allows quick prototyping of VR-AR applications 
featuring integrated real-time virtual character 
simulation technologies. The framework has borrowed 
extensive know-how from previous platforms such as 
presented by Sannier et al [SAN 99]. The key 
innovation is focused in the area of component-based 
framework that allows the plug-and-play of different 
heterogeneous technologies such as: Real-time 
character rendering in AR, real-time camera tracking, 
facial simulation and speech, body animation with 
skinning, 3D sound, cloth simulation and behavioural 
scripting of actions. To meet the hardware requirements 
of this aim, a single DELL P4 M50 Mobile Workstation 
was used, with a Quadro 4 500 GL NVIDIA graphics 
card, a firewire Unibrain Camera or USB Logitech web 
camera for fast image acquisition in a video-see-through 
TekGear monoscopic HMD setup, for advanced 
immersive simulation. Our previous efforts were based 
on a client-server distributed model, based on 2 mobile 
workstations. To achieve the requirement of ‘true 
mobility’, a single mobile workstation is used in our 
current demonstrations, after improvements in the 
streaming image capturing and introduction of hyper-
threading in the platform code. 

4 Real-time Markerless Camera 
Tracking 

Real-time markerless camera tracking presents two 
main problems, namely the absence of easily 
recognisable markers and a demand for high-speed 

computation. Using markerless tracking is often a 
necessity as applying markers within the tracking area 
is not suitable or possible (especially on cultural 
heritage sites).  This then requires accurate tracking to 
be done with only natural features present, often with 
sharply varying light sources, shadows, motion blur and 
occlusions.  Performing this tracking in real-time 
necessitates the use of algorithms specially adapted to 
fast operation, and thus disqualifies many algorithms 
that are perfectly suitable in offline applications.  

The LIFEPLUS application utilizes the 2D3 camera 
tracking solution, 2d3 [2D3 04], based on the approach 
that the system should be able to self-initialize 
anywhere within the tracking environment without any 
intervention from the user.  In effect this means that 
instead of calculating relative changes in rotation and 
translation, we calculate absolute rotation and 
translation for every frame.  This has the advantage of 
avoiding the problem of drift, and also ensures instant 
recovery after tracking was lost due to excessive motion 
blur or occlusion. 

5 Integrated Research in Cloth 
Simulation 

There is still a gap between the time expensive 
techniques (Figure 1) that bring simulation accuracy 
and duplication of actual fabric mechanical parameters, 
and efficient techniques that are able to manage 
complex animated garments with simplified mechanical 
models. In order to define realistic cloth simulation 
systems that are able to simulate complex garments 
realistically while keeping a reasonable computation 
time, a deeper study of the cloth model and the 
identification of its movement behaviour at different 
level are necessary [12]. This study should not intend to 
integrate yet more precisely the parameters measured 
for given fabric materials, but rather focus on the real-
time constraints for the simulation and the visual cloth 
motion features to which the observer is sensitive. A 
new simulation model has been implemented that 
avoids heavy calculation of collision detection and 
particle system wherever it is possible. 
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Figure 1: Virtual Human Clothing. 

One of the most challenging research areas in this 
context is in developing a robust methodology on 
simulating clothes in real-time performance. We have 
developed a novel approach exploiting the merits of 
geometric deformations and predetermined conditions 
between the cloth and the body model. When observing 
a garment worn on a moving character, we noticed that 
the movement of the garment could be classified into 
several categories depending on how the garment is laid 
on the body surface and whether it sticks or flows on it. 
For instance, a tightly worn trouser will mainly follow 
the movement of the legs while a skirt will flow around 
the legs. The first part of the study was to identify all 
the possible categories: 

a) Clothes that stick to the body with a constant 
offset. In this case, the cloth will follow exactly the 
movement of the underlying skin surface. 

b) Clothes that flow around the body: the movement 
of the cloth does not follow exactly the movement of 

the body. In case of a long skirt, the left side of the skirt 
can collide the right legs. 

c) Clothes that move within a certain distance to the 
body surface will be put into another category. The best 
example is the sleeves of a shirt. The assumption in this 
case is that the cloth surface always collides the same 
skin surface and its movement is mainly perpendicular 
to the body surface.  

The idea behind the proposed method is to avoid 
heavy calculation of collision detection wherever it is 
not necessary. Using a versatile physical-based method 
for the whole garment implies huge calculation because 
of the dimension of the particle system and the number 
of polygons for collision detection. The main interest of 
our approach is to pre-process the target cloth model 
and segment the cloth in order to define the parts where 
we trade the simulation quality for real-time 
performance. Simulations that simply calculate all 
potentially colliding vertices may generate a highly 
realistic movement, with no guaranteed frame time. 
Following is a description of the methods that are 
employed for real-time clothing:  

Geometric deformation: A simple geometric 
deformation is employed for clothes that stick to the 
body as they are deformed the same way as the 
underlying skin. No collision detection is required; the 
method will keep a constant offset between the cloth 
and the underlying skin.  

Hybrid deformation: For the clothes that sweep on 
the body, a hybrid deformation is applied considering 
the fact that the movement will mainly be sweeping, 
and not complex movements such as draping, buckling, 
or wrinkle resilience. With the assumption of its 
perpendicular movement to the skin surface, each cloth 
vertex is modelled as a particle freely moving inside a 
sphere following the equation of rigid body motion. The 
spheres are attached to the skin and follow its 
movements rigidly. In case the particle leaves the 
spheres, a kinematic correction is applied on the 
position and the velocity. 

6 Case Study: Early Mixed Realities 
simulations in ancient Pompeii 

Our early results (the project started 1st March 2002) 
span across the frame of non-real-time mixed realities 
simulations to real-time VR interactive experiences. In 
greater detail, we have tested our methodologies-plug-
ins, SDKs and platform in the following 3 example 
scene simulations featuring behavioured virtual 
Pompeian characters. In Figure 2, the screenshots depict 
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part of our test rendered sequences, where virtual 
clothes, hair, speech, body and facial animation are 
tested using 3D Studio Max [MAX 04] and MIRALab 
dedicated virtual human plug-ins. 

 

 

Figure 2: At the Pompeian bakery in non-real-time 
VR 

In Figure 3, screenshots of the real-time simulation 
based on our framework platform VHD++ are shown, 
where real-time scene fly-through, virtual body and 
facial animation are illustrated.  

In Figure 4, the 2D3 [2D3 04] BoujouTM software 
was used to perform offline camera tracking and then 
the mixed reality simulations of virtual life were 
performed. Thus the virtual humans were correctly 
‘registered’ with the ‘real scenes’ from the various 
‘real’ video sequences using 3DSMax and the dedicated 
MIRALab plug-ins. The screenshots are excerpts from 
the complete simulation sequences. 

 

Figure 3: At the Pompeian Bakery in Real-time VR 

 

Figure 4: Mixed Reality offline simulations in 
various Pompeian residences 

7 Heritage AR Simulation: Pompeii 
and the thermopolium of Vetutius 
Placidus 

In order to validate that our integrated AR framework 
for virtual character simulation operates in different 
environments, we have tested the system directly in the 
ruins of Pompeii. However, in order to further continue 
AR tests in our, a real ‘maquette’ was constructed in 
order to resemble the actual Pompeii site that we visited 
for our first on site tests. This allowed us for extra fine 
tuning and improvement of our simulation and 
framework, without having to visit numerous times the 
actual site. With the help of the Superintendence of 
Pompeii, POMPEII [POM 04], who provided us with all 
necessary archaeological and historical information, we 
have selected the ‘thermopolium’ (tavern) of Vetutius 
Placidus and we contacted our experiments there. The 
results are depicted in the figure 5. 

8 Conclusion and Future Work 

With the current result of our AR Framework, we are 
able to manage augmented reality full virtual character 
simulations (body, face and clothes) in real-time 
cultural heritage environments through a markerless AR 
tracking system. However, there is still a lot of space 
for improvement. Firstly we will improve the real-time 
camera tracking, in order to get higher frame rates in 
both methods. There is also a lot of work to improve the 
interaction between the real object and the virtual scene, 
more accurate registration and automatic set-up phase 
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of the virtual world and the occluders. Finally the 
‘illumination’ registration between the real and the 
virtual scene is currently been addressed with the 
introduction of High Dynamic Range Image Based 
Lighting for virtual character simulations in AR. 
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Abstract

Textile simulation and visualization is an important topic for a large number of companies related to textile design,
production and sales all over the world. Research in this area is conducted in many research areas like mathemat-
ics, physics and computer science. The wide interest in industry and research is reflected by the large number of
projects - national and international - related to this topic. In the following sections, a German and a European
research project will be presented exemplarily, including their goals, approaches and solutions.

1. Virtual Try-On

The Virtual Try-On (VTO) [VTO] project (01IRA01A) is a
research project funded by the German Minstry of Education
and Science (BMB+F) which was started in the beginning of
2001 and ended at July 31st, 2004. The eight partners of the
project represent research institutes and industry by equal
shares.

The goal of the project was the solution of the problems
related to virtual tryon of cloth in a boutique or using an In-
ternet application and to the cost-efficient production of be-
spoke clothing by simulating the whole process chain from
the selection of cloth to the visualization and individual as-
sessment of fit.

In a sense, users should be offered the possibility to use in-
dividualized mail-order catalogues with themselves wearing
the advertised clothes instead of models. Compared to shop-
ping in stores, this allows the user to choose from a much
bigger selection of products in a smaller amount of time. In
addition, the user can try on clothes which are currently not
available at the store. Compared to current mail-ordering,
users can judge the look of clothes depending of their own
body measures which leads to higher customer satisfaction
and consequently to lower costs for the companies due to
decreased returns.

Additionally, the project offers solutions for creation of
bespoke clothing based on customer data acquired during
the customer virtualization step.

The general conception underlying the project is shown in
figure1. VTO identified two different application scenarios

which could both profit from software based on the project:
installations in real shops (points of sale (POS)) and Inter-
net applications. While Internet applications offer the user
the possibility to select various catalogues containing cloths
from several distributers and producers, virtually trying on
products from these catalogues and conducting orders, real
shops additionally offer the necessary hardware and services
for customer virtualization (i.e. body scanners and scanning
software) and virtual mirrors (large display devices and cus-
tomer tracking).

The structure of a system supporting these application
scenarios is shown in the right box of figure1. Scanned
data from customers is stored and retrieved from a database.
Producers can be queried for available products (which are
again stored in a database) which consist of the patterns used
for sewing, and the respective materials used for production.
The measures of the virtual customer, sewing patterns and
material informations are fed into the visualization system,
the core part of VTO, where photorealistic visualizations
are generated from physics-based simulation results and re-
turned to the virtual shop for display.

While product specific topics like creation and manage-
ment of Internet applications were targeted in the project
as well, this text will concentrate on the research conducted
on the visualization part, i.e. dressing of virtualized humans,
simulation of physically correct fit and folding, and real-time
photorealistic visualization. In the following, results from
these parts will be described.

c© The Eurographics Association 2004.
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Figure 1: Underlying structure of the Virtual Try-On project

1.1. Dressing of Virtual Humans

The first step of cloth visualization after acquisition of hu-
man body and cloth data is dressing the body with cloth
(i.e. simulation of the process of putting on cloth) to achieve
a valid starting point for the cloth simulation. Since a full
simulation of the dressing process is very complicated, the
project followed a simpler approach utilized in the movie in-
dustry [Vis01]: the sewing patterns of a piece of cloth are
wrapped around the human body and sewn there.

This approach fits the above structure very well since
the highly specialized CAD systems from cloth industry
[ass, Lec] store garments as twodimensional geometries of
sewing patterns combined with sewing information. Un-
like the approaches described by Volino and Magnenat-
Thalmann [VMT97, VMT00] and those employed in movie
industry which require the sewing patterns to be manually
positioned around the body in a time-consuming process be-
fore sewing, the approach followed in the project is fully
automatic and therefore much faster.

The new approaches developed by Fuhrmann et al.
[FGL03] and Groß et al. [GFL03] approximate human body
parts by bounding volumes with developable surfaces like
cylinders and cones and position the parts on these approxi-
mations (see figure2). The methods pay special attention to
avoiding distortions of the garments while positioning them
on the approximated avatar since these could lead to false re-
sults or even divergence in the following physics-based sim-
ulation. In addition, the approximating bounding volumes
allow for efficient collision avoidance of the body and the

Figure 2: Automatic prepositioning of the garments repre-
sented as sewing patterns (left).

sewing patterns which simplifies the following simulation
process drastically (compare [BFA02, BWK03, MKE03] for
techniques that resolve collisions during the simulation pro-
cess). Finally, the methods minimize the distances between
designated, corresponding seams to decrease the lengths of
simulated distances during the seaming process.

Employing the new techniques allows simultaneous and
fully automatic prepositioning of several garments by utiliz-
ing multiple layers of bounding volumes positioned around
each other (compare figure2). This approach allows for easy

c© The Eurographics Association 2004.
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Figure 3: Various resolution levels of the k-DOP hierarchy.

definition of dressing orders, i.e. for defining whether a shirt
is worn under or over the pants.

1.2. Physics-Based Simulation of Folding

Following the automatic prepositioning step the physics-
based simulation of clothes is executed. The developed mod-
els incorporate measured material properties and target as
realistic as possible simulation of the dynamics of cloth to
provide the customer with an as realistic as possible impres-
sion of the fit of the garment.

The model for physics-based textile simulation developed
by Etzmuß et al. [EKS03] is based on a finite-element dis-
cretization of the continuous elasticity equation. The visco-
elastic behavior is approximated based on a linear descrip-
tion of distortion which allows for definition of highly time-
efficient methods for integration over time. Since the linear
formulation yields valid results for small translations only
and since such assumptions can generally not be made for
textiles (concerning bending, textiles have low resistance
with respect to shear and stretch-forces which can result in
large deformations), every finite element is assigned its own
local reference frame within which the inner forces are com-
puted and which is rotated with the finite element. Intergra-
tion over time is fianlly done using an implicit Euler method
which requires to solve a sparse system of linear equations
for every time step. For very detailed geometric models of
textiles this method can be parallelized efficiently [KB04].

The abovementioned method allows for modelling of
measured material properties like stretch forces in warp-
and fill-direction, shear forces, bend forces in warp- and fill-
direction and lateral contraction. For every simulated mate-
rial such visco-elastic parameters are extracted from the hys-
teresis curves measured by the Kawabata measuring system
[Kaw80]. External forces like resistance to wind and effects
of air flows can be integrated into the model [KKTW04] and
increase the realistic appearance of the folding computed by
the simulation.

Since the simulator solves the dynamic elasticity equation
it can handle scenes including moving objects. This allows

Figure 4: Acquired HDR lighting environments. Top row:
Acquired HDR shop environments. Middle row: Entrance of
the University of Bonn for different exposure times. Bottom
row: Cut, cubic environment map.

animations of the avatar based on movement data (e.g. from
a motion capture system) and the behavior of the textiles it
is dressed with. In practice this allows customers to better
predict the fit of selected cloths.

The simulation system employed in the Virtual Try-
On project implements efficient collision-detection and
collision-answer methods – one of the big challenges of
simulation systems – by employing hierarchies ofk-DOP
bounding volumes (see figure3) to speed up the intrinsic
quadratic complexity of collision detection. These hierar-
chies are traversed and contained objects are checked for col-
lision which allows fast and efficient identification of large
parts of the scene which are not colliding. Due to potentially
changing since animated scenes these hierarchies have to be
changed frequently. Fortunately the update costs can be min-
imized combining efficient bottom-up traversals with tempo-
ral coherence among multiple time steps [MKE03].

After all colliding primitives were detected, the collision-
answer has to restore a valid, collision-free state. The Virtual
Try-On simulator employs two different methods.

• The movement of individual surfaces into special direc-

c© The Eurographics Association 2004.
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Figure 5: Photorealistic visualization results from the Virtual Try-On project.

tions can be restricted by several conditions in the dif-
ferential equation solver which prevents further penetra-
tion of colliding objects. Already penetrating vertices are
moved to the surface of the penetrated object.

• Repelling force potentials resolve self-collisions by mak-
ing the colliding objects stride away from each other.

The simulator’s output are three-dimensional meshes rep-
resenting the geometry of the cloth which are handed to the
photorealistic visualization step.

1.3. Photorealistic Visualization

The final step of the visualization process in the Virtual Try-
On project is the photorealistic, three-dimensional visualiza-
tion of the clothes selected by the customer. Special attention
is payed to reproduce the correct appearance of cloth by ac-
counting for the physically correct reflection properties to
provide the customer with a correct impression (look and
feel) of the textile.

These properties were acquired as BTFs by the setup de-

scribed in Sattler et al. [SSK03] which was described in de-
tail in section 2 of the ’Acquisition and Real-Time Render-
ing of Textile’ part as well. In addition, the lighting environ-
ments of several potential points of sales were acquired as
HDR environments [Deb98] (see figure4).

To generate high-quality visualizations of the results of
the cloth simulation step, the resulting geometry models are
BTF textured with the acquired data. Since the models are
rather small and since high-frequency shadows play an im-
portant role at least in some of the acquired lighting envi-
ronments, a new BTF rendering algorithm was developed
[SSK03] and combined with visibility maps, which allow
accurate, high-frequency shadows at the expense of sub-
stantial precomputation time whenever the lighting situation
changes. Since the dressed avatar should be able to be ro-
tated in the lighting environment, rotations of the lighting
environment are precomputed and encoded using principal
component analysis (PCA).

Results of the rendering algorithm are presented to the
customer either using virtual mirrors in the real shops or on

c© The Eurographics Association 2004.
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a monitor screen in Internet applications. Example results
are shown in figure5 and the accompanying videos.

2. RealReflect

Virtual Reality (VR) applications like Virtual Prototyping try
to convey as realistic scenarios to the users as possible. The
imagery shown on special output devices like head-mounted
displays, caves or projection walls is usually of rather low
quality, especially with respect to physical realism. Reasons
are the use of only very simple material representations like
lit or bump-mapped textures and the inability to visualize
global illumination results other than from radiosity algo-
rithms in real-time. As a result, in such systems only the
shape of objects can be judged correctly, not their overall ap-
pearance. Also, the atmosphere and impression of the light
distribution in interiors cannot be rendered convincingly. As
a consequence, not even radiosity-based VR systems permit
the verification of safety regulations which strongly depend
on specular reflections. Examples of such scenes, which are
almost impossible to display convincingly using current VR
technology, are the interiors of cars and buildings. Various
other limitations limit the applicability of current VR sys-
tems even further.

The target of the RealReflect [Rea] project (IST-2001-
34744) – a project funded by the European Union compris-
ing nine partners from universities and industry that started
in April 2002 – is to overcome these limitations by employ-
ing new techniques that get incorporated into a new, high-
quality acquisition, processing and rendering pipeline. Re-
alistic materials based on BTFs replace the simple mate-
rials, accurate texture synthesis and texture mapping algo-
rithms help applying these materials to the rendered objects.
Physically more accurate light simulation by photon-tracing
replaces the radiosity computations. The final rendering of
results is achieved by Surface Light Field (SLF) render-
ing methods that highly depend on optimized level-of-detail
(LOD) representations in order to achieve realistic results in
real-time. Completely unknown to current VR and standard
cloth visualization systems, real-time tone mapping adjusts
the colors of the rendered images to the visual properties
of both the human visual system (HVS) and the properties
of the display device. Other than most cloth simulation and
visualization projects, RealReflect assumes static geometry
models and therefore requires no physics-based simulation
of cloth.

Although various research results were presented for most
of the tasks of the RealReflect project, three main challenges
remain within the project.

• First, other than in standard cloth visualization systems,
the scenes faced in the project are huge. While car mod-
els typically contain millions of triangles or tens of thou-
sands of parametric surfaces, architectural models may
contain hundreds of millions of polygons. Rendering of

these scenes requires out-of-core algorithms due to the
sheer amount of data – both geometry and material – re-
quired to represent them.

• Second, the final rendering has to be done in real-time.
While out-of-core rendering is a challenging problem by
itself, real-time rendering of large scenes is even more de-
manding.

• Third and most important for this tutorial, the rendered
results need to be high quality including both local and
global lighting effects. In order to visualize the results
of the high quality lighting simulation as realistically as
possible, the whole new rendering pipeline requires high-
quality techniques that are perfectly tuned to fit the needs
of each other.

In the following subsections, first the acquisition, process-
ing and rendering pipeline of the RealReflect project will be
introduced. Afterwards selected stages will be described in
further details.

2.1. Rendering Pipeline

The final goal of the RealReflect project is to set up a new
high-quality acquisition, processing and rendering pipeline
for VR systems. Figure6 depicts the pipeline and its stages
which lead from acquisition of materials and light sources
over texturing (synthesis and mapping) to LOD and occlu-
sion precomputation, global illumination precomputation,
interactive rendering and finally real-time tone-mapping.

The inputs to the pipeline are real, rather small mate-
rial probes, real light sources and geometry files. The first
stages digitize the real input by automatically measuring re-
flectance properties of materials and light source properties.
Next, the digitized materials are analyzed, compressed and
texture synthesis algorithms are applied to generate arbitrar-
ily large material textures. At the same time, the input geom-
etry is parameterized to generate appropriate texture coordi-
nates. The resulting textured models are simplified, culling
hierarchies are generated, and the outputs are stored in a
scene file. The stored scenes can afterwards be previewed us-
ing the BTF renderer, which utilizes approximations of the
real light sources which are computed in the Light Source
Estimation stage. Alternatively, the light distribution of the
scene can be computed by the High Quality Light Simula-
tion module and afterwards be rendered by the SLF renderer.
Output images from both types of renderers finally get tone-
mapped in real-time to yield the final output images.

The following sections describe selected stages in fur-
ther detail and provide details on already existing results
achieved within the project. For more details concerning
these and the other stages we refer to [KMM ∗03].

2.2. Data Acquisition

In the RealReflect project, data acquisition refers to the auto-
matic acquisition of materials and luminaires (light sources).

c© The Eurographics Association 2004.
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Figure 6: The RealReflect rendering pipeline

The acquisition of geometry models for virtual prototyping
is typically a task of designers and therefore out of the scope
of the project.

Reflectance properties of materials – represented as BTFs
– are acquired as described in section 2 of the ’Acquisi-
tion and Real-Time Rendering of Textile’ part. Unlike the
material samples stored in the material database mentioned
above, RealReflect works with material samples of at least
512× 512 pixels and utilizes high dynamic range color in-
formation in contrast to the 8 bit RGB BTFs stored in the
online database.

The automatic acquisition of light emission properties of
real-world luminaires is a necessary goal of the RealReflect
project since this data on the one hand is necessary for well-
funded safety relevant decisions and on the other hand usu-
ally is considered an intellectual property of the manufac-
turer and is thus not published.

Although few publications cover this topic, the recent
publication by Goesele et al. [GGHS03], which is the ba-
sis for light acquisition in the RealReflect project, reflects
the still lasting interest in this topic. After conversion of the
emission properties, these are converted to the IESNA [Ill02]
file format and made available for rendering.

2.3. Texture Synthesis

Texture synthesis denotes the process of generating a large
texture with desired appearance attributes (i.e. structure,
color, etc.) but without obvious repetitions, which is in-
evitable for visualizing models with large, textured areas.
Texture synthesis is an especially indispensable part of the
RealReflect project (even more than for other visualization
projects related to cloth), since the measured material sam-
ples have a size of 10× 10 cm (and are typically not re-
peatable), whereas the rendered models have surface areas
of several square meters.

The final goal of the project is the development of

Figure 8: Experimental results from BTF synthesis of Cor-
duroy, a cushion cover from car industry and two kinds of
knitted wool. Images courtesy of the University of Bonn.

parametric models for both color and BTF textures which
tremendously reduces the storage costs for textures com-
pared to digitized ones – especially helpful in the case of
otherwise memory-intense BTF textures – by storing a small
number of parameters only.

For the case of color textures, such models, based on the
Markov Random Field (MRF) method, were developed by
the project partners already [Hai02, Gri02, HH02a, HH02b].
The main challenge of BTF synthesis is the high dimension-
ality of BTFs compared to low-dimensional standard tex-
tures.

As an alternative, BTF synthesis algorithms which are not
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Figure 7: Results from texture synthesis (left: Proposte, middle: corduroy, right: knitted wool). The small images represent
exemplary views of the samples, the large images the according views from the synthesized images. For Proposte and knitted
wool, the structure of the synthesized image closely resembles the original, for corduroy the random component of the algorithm
destroys the original structure.

parameter based and therefore require far more storage are
used and developed in the project. As a first step, a modified
version [MMK03a] of the approach of Tong et al. [TZL∗02]
was employed. Figure7 shows that this approach produces
good results for several BTFs (e.g. the highly structured Pro-
poste material) but yields insufficient quality for others (e.g.
Corduroy). Therefore experiments with new BTF synthesis
methods not published yet were conducted and lead to very
pleasing results (see figure8). Nevertheless, an optimal ap-
proach was not determined yet.

2.4. Texture Mapping

Texture mapping, i.e. the process of applying a texture to a
surface by assigning texture coordinates, is another key ap-
plication in the RealReflect pipeline. Other than for cloth
production, the geometry used in virtual prototyping usu-
ally directly originates from CAD systems which typically
either contain no texture coordinates at all or the texture co-
ordinates resulted from simple planar projections. These co-
ordinates neither minimize texture stretch (necessary for a
uniform coverage of the surface) nor do they allow arbitrary
texture orientation (reflecting real-world structure).

To generate such parametrizations for triangular mod-
els, a new, fast algorithm was developed by Degener et al.
[DMK03] which guarantees avoidance of face flips while al-
lowing to balance the amount of angle and area preservation
of the parameterization method by a single, intuitive parame-
ter without requiring fixed parameterization boundaries. Fig-
ure9 shows the gear box of a car textured with this method.

As an alternative, texture mapping can be done by di-
rectly synthesizing BTFs on the surface of the model. The
main advantages of this kind of synthesis are applicability
to arbitrary manifold surfaces and memory efficiency. The
first advantage comes from local parameterization while the
latter holds for patch-based methods which simply generate
texture coordinates. One recent approach was presented by
Magda and Kriegman [MK03] but is unfortunately limited

Figure 9: Top: BTF textured gear box model (courtesy of
DaimlerChrysler) based on the computed parameterization.
Bottom: the effect of varyingθ is shown: forθ = 0 a confor-
mal mapping results, forθ = 1 angle and area preservation
are equally important. With growingθ area preservation im-
proves.

to standard textures yet. Extensions of this method to BTFs
are to be developed.

2.5. High Quality Light Simulation

Virtual Prototyping applications that want to evaluate the ap-
pearance of complex scenes at any scale need to take global
illumination effects into account. In current VR systems,
solutions from radiosity algorithms are used for this task,
which unfortunately entails some drawbacks.

• Radiosity algorithms assume diffuse environments. Un-
fortunately, especially for safety relevant evaluations of
cars the specular reflections in the windshield are crucial,
which cannot be captured by radiosity based algorithms.

• Radiosity algorithms require a subdivision of the scene
into patches. In order to achieve approximately correct
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Figure 10: Parts of the gear box model (courtesy of DaimlerChrysler) covered with synthetic leather and lacquered mahagony
BTFs.

lighting results for interiors with arbitrarily complex ma-
terial properties, the number of patches needs to be very
high, resulting in unpractically long computation times.

The RealReflect project therefore suggest to use stochas-
tic particle tracing (namely photon-mapping [Jen02]) in
combination with ray-tracing methods to compute realis-
tic, high-quality global illuminations for static scenes. Since
this obviously requires a preprocessing step, the solution
is stored as Surface Light Fields (SLF) and rendered by
a SLF renderer in real-time. Unfortunately, this prohibits
changes to the scene. Approaches like Selective Photon
Tracing [DBMS02] will help to reduce update times for
small changes which might occur during virtual prototyping
processes.

A completely new and challenging task of the RealReflect
project is the combination of ray-tracing with accurate, mea-
sured material representations which has never been done
before.

2.6. High-Quality Rendering

The BTF rendering is supposed to offer a high-quality pre-
view mechanism for the scenes before the actual global il-
lumination solution is computed. BTF rendered scenes may
contain most important, low-frequency lighting effects via
precomputed radiance computation but miss high-frequency,
often safetly relevant features like reflections in the wind-
shield of a car.

The employed methods for real-time visualization
[MMK03b, Sch04, MMK04] were thoroughly presented in

section 4 in the ’Acquisition and Real-Time Rendering of
Textile’ part. Figure10 shows parts of the gear-box covered
with synthetic leather and lacquered mahagony BTFs. If uti-
lized in VR environments, such visualizations tremendously
increase the realism.

In addition to the BTF rendering, the Surface Light Field
rendering algorithms incorporate all global effects simulated
by the high quality light simulation.

2.7. Tone Mapping

The final step of the RealReflect rendering pipeline is tone
mapping, which denotes the task of mapping a high-dynamic
range image (here represented as floating-point valued RGB
values) to a low-dynamic range image which can be dis-
played on the output device (e.g. 8 bit RGB values for stan-
dard monitors). This mapping should be optimized for the
human visual system (HVS), i.e. the perception of humans
should be taken into account.

Although omitted in nearly all existing visualization sys-
tems, tone mapping is an important stage of the RealReflect
pipeline since both BTFs and results from the global illu-
mination solver are required to include HDR color values
to correctly simulate reality. Simply clamping or incorrectly
mapping these values to the low dynamic output luminance
range would prohibit realistic judgement of reflectance be-
havior and especially prohibit safety relevant decisions to be
made.

Within the project a new local tone mapping operator,
which can efficiently be executed in graphics hardware, was
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developed by Drago et al. [DMAC03] based on an evaluation
of existing tone mapping operators [DMMS02]. Since the
algorithm requires knowledge about global image features,
Artusi et al. [ABWW03] suggested a framework which can
deliver at least interactive performance to nearly all existing
local tone-mapping operators. Further developments in the
project include time-dependent tone mapping operators.

2.8. VR System

Many of the stages of the acquisition, processing and render-
ing pipeline will be integrated into IDO:Base, the VR system
of IC:IDO. The target of the project is that this system will
be used in many styling and design applications both in the
automotive industry and architecture in the new future.
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